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ABSTRACT

Bundling is pervasive in the market; examples include desktop computer bundles,

digital single-lens reflex camera kits and cookware sets, to name a few. The advancement

in information technology allows more and more companies to provide customized bundles

to customers. Wind and Mahajan (1997) recognize the importance of researching mass

customization and suggest companies to use consumers’ input “as a response (to a con-

joint analysis-type task) that provides operational guidelines for the design of products to

inventory for the segment that is not willing to pay the premium required for customized

products”.

In addition to conjoint analysis, researchers and practitioners are using a “build-

your-own-bundle” or configuration approach. In a configuration study, participants are

presented with a menu from which they can choose individual items to build up their de-

sired product bundle. The process mimics the real decision process, is easy to implement,

and is straight forward for participants to understand. However, as the size of the menu

grows, the number of possible bundles grows geometrically. This results in computation

difficulties.

This dissertation investigates the application of configuration approach, and exam-

ines if it extends and complements the choice-based conjoint (CBC) approach. We first de-

velop an aggregate model for analyzing configuration data. We show analytically that the

aggregate choice model consistent with configuration data has a closed form representation

which takes the form of a Multivariate Logistic (MVL) model. We discuss the strengths

ii
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and weaknesses of the configuration approach.

Because configuration and conjoint data tasks have different strengths and weak-

nesses, taking advantages of these two choice tasks may improve the understanding of con-

sumer preferences for bundles. A fundamental assumption in the data fusion literature is

that the same decision making process is applied under different choice tasks. We exam-

ine whether consumer decision making process is the same under CBC and configuration

studies by comparing the estimation results from CBC and conjoint studies. We show that

these two procedures may not be fully comparable.

This dissertation makes two key contributions to the choice modeling literature.

First, we show that the MVL model can be viewed as an aggregate -level bundle choice

model. Second, we show that different data collection procedures (configuration and con-

joint data tasks) can lead to different conclusions about the bundle preference distribution.

Reconciling the differences is a topic for future research.

iii
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PUBLIC ABSTRACT

Bundling is pervasive in the market; examples include desktop computer bundles

(i.e., computer, monitor, printer and/or scanner), season tickets for a performing arts cen-

ter and prix fixe dinner menus. Companies that wish to provide bundles to the market

need to understand consumers’ preferences for bundles so that they can optimize their

bundle design.

Researchers often use a configuration data approach (“build-your-own-bundle”) to

study bundle preferences. In a configuration study, participants are asked to create an

ideal bundle from a given menu of various products. This procedure mimics the real-life

decision process and is straightforward for participants. Researchers are interested in con-

figuration studies because it is easy to design and implement.

In this research we propose an approach to analyze configuration data. Our pro-

posed approach deals with the challenges of the configuration data, and can be analyzed

using existing statistical software. It also provides managers with insight into consumer

preference segmentation and bundling recommendation.

We also compare the configuration study with conjoint study, a widely used market

research approach by practitioners. Because these two approaches have different strengths

and weaknesses, researchers may improve their understanding of bundle preferences by

using both configuration and conjoint approaches. We evaluate the comparability of these

two data sources and provide suggestions with respect to research study design and data

analysis.

iv
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CHAPTER 1

INTRODUCTION

Bundling is the practice of selling two or more separate products in a single package

for a special price (Basu and Vitharana, 2009; Ghosh and Balachander, 2007; Stremer-

sch and Tellis, 2002). It is pervasive in the market place and receives a lot of attention

from both economic and marketing researchers. The academic research on bundling by

economists has predominantly been normative (Venkatesh and Mahajan, 2009). Several re-

searchers examine the conditions under which a pure component strategy (consumers can

buy products separately), a pure bundling strategy (consumers can only buy products as

a bundle) or a mixed bundling strategy (consumers can choose to buy the products sepa-

rately or as a bundle) would be optimal (Basu and Vitharana, 2009; Ghosh and Balachan-

der, 2007; Venkatesh and Kamakura, 2003).

Researchers also investigate the rationale behind bundling from the perspectives

of supply, demand and competition (see Venkatesh and Mahajan (2009) for a review).

Supply-side rationale includes lower sorting and inventory holding costs, as well as increas-

ing economies of scope (Eppen et al., 1991; Gilbert and Katz, 2001). Reasons on the de-

mand side include variety seeking, savings from bundle purchase and reduced search cost

(Harris and Blair, 2006; Yadav and Monroe, 1993). From the competition perspective,

Eppen et al. (1991) and Kamakura et al. (2003) find that bundling increases customer

switching costs and reduces customer turnover.

For marketing, there are two streams of bundling research. One directly extends

1
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the work done by economists. For example, researchers have shown that sellers benefit

from bundling due to demand expansion (Eppen et al., 1991). Other studies show that

bundle promotions can be an effective marketing tool for introducing new products or pre-

venting price-sensitive customers from yielding to price promotions (Simonin and Ruth,

1995; Balachander et al., 2010). Marketing researchers complement this economic-oriented

work by studying optimal bundle design and pricing. Some representative models include

conjoint analysis (Goldberg et al., 1984) and balance modeling (Farquhar and Rao, 1976).

Understanding consumer preference for bundles is a key element of effective new

product design. Conjoint analysis, while it is well established and widely used by prac-

titioners, has a major drawback: it imposes significant cognitive strains on participants,

resulting in decision fatigue that negatively impacts quality of the data. Thus, some prac-

titioners have developed a “build-your-own-bundle” approach, also known as configuration

analysis. In a configuration choice scenario, consumers are asked to create an ideal bundle

from a given menu of various product options. This procedure mimics the real bundle de-

cision making process, is straightforward and easy for participants to understand and does

not cause participant fatigue.

The resulting choice data, however, poses two challenges for researchers. First, as

the size of the menu grows, the number of possible bundles grows geometrically. Second,

because each consumer only configures one ideal product bundle, researchers have only one

choice observation per consumer. This limited amount of data from each respondent does

not provide enough variation to obtain good estimates of model parameters.

The goal of this dissertation is twofold. We first develop a modeling approach to

2
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estimate bundle preferences using configuration data and evaluate the strengths and weak-

nesses of a configuration study. Next, we compare the bundle preferences collected via con-

joint study with configuration study to access if consumer decision-making processes are

compatible under these two different tasks. We believe that researchers can benefit from

combining data from different measurement approaches if the decision-making processes

are compatible.

The rest of the dissertation is organized as follows. Chapter 2 focuses on the prefer-

ence analysis only based on configuration choice data. It reviews the literature on bundle

models and develops a modeling framework that deals with the challenges of menu-based

choice data, but which also provides clear insights into consumer preference segmentation.

Chapter 3 analyzes the conjoint data and compares the result with the estimation ob-

tained from configuration study to evaluate the decision-making process. It also proposes

an approach to combine both conjoint and configuration data to further improve the bun-

dle preference estimation. Chapter 4 concludes the findings from our study and discusses

future research direction.

3
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CHAPTER 2

ANALYSIS OF CONFIGURATION DATA

2.1 Introduction

Product bundling has been of interest to marketers and economists for decades

(Stigler, 1963; Adams and Yellen, 1976; Yadav and Monroe, 1993). Researchers have cre-

ated a typology of bundle types (Rao et al., 2017; Stremersch and Tellis, 2002), suggested

various rationales for bundling and identified factors affecting optimal bundling strategies

(Venkatesh and Mahajan, 2009; Venkatesh and Kamakura, 2003). In this research, we fo-

cus on bundle design and bundling strategy from a manufacturer’s perspective. We define

a bundle as a collection of individual products selected from one or more product cate-

gories that is sold for a discounted price. Classic examples include desktop computer bun-

dles (i.e., computer, monitor, printer and/or scanner), season tickets for a performing arts

center and prix fixe dinner menus.

2.1.1 Factors Affecting Bundling Strategy

Past analytical research has identified several factors that affect bundling strategy

decisions. Since bundling is a form of price segmentation (i.e., price discrimination), the

success of a bundling strategy depends on the reservation prices for the products in the

bundle. Reservation prices for products may be positively-, negatively- or un-correlated.

Stigler (1963) finds that pure bundling (firm only offers a bundle) is optimal for monop-

olists when reservation prices are perfectly negatively correlated. In his example, pure

bundling reduces buyers heterogeneity in the reservation prices for the entire bundle (Venkatesh

4
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and Mahajan, 2009). Venkatesh and Kamakura (2003) find that different bundling strate-

gies (mixed versus pure) are optimal depending on the levels of complementarity or sub-

stitutability among products. More recently, Armstrong and Vickers (2010) examine the

impact of demand elasticity in a competitive market. They find that providing discounts

on bundles actually reduces profits if demand is not sufficiently elastic (p. 45). In short,

bundling strategies may depend on demand-side factors such as consumer heterogeneity,

price elasticity, product interdependence (complementarity or substitutability). It may

also be influenced by considerations such as firm cost structure and market competition

(Venkatesh and Mahajan, 2009; Venkatesh and Kamakura, 2003).

2.1.2 Measuring Bundle Preference

For companies who want to implement a bundling strategy, it is critical to under-

stand these demand-side factors. Conjoint analysis is a well-established and widely-used

approach by practitioners to gather information on preference distributions, consumer

heterogeneity and price elasticity. However, it has a major drawback. The repetitive and

highly similar choice tasks can be a burden for participants resulting in decision fatigue

and reduced data quality.

To address this concern, practitioners have developed the “build-your-own-bundle”

(BYOB) or configuration approach to collect bundle preference data from consumers (John-

son et al., 2006; Rice and Bakken, 2006; Sambandam and Kumar, 2012). In a configura-

tion study, participants are asked to create an ideal bundle from a given menu consisting

of various product options.

5



www.manaraa.com

The major benefit of configuration studies is the ease of implementation. This pro-

cedure is easy for researchers to design and implement in an online survey. For partici-

pants, the task is natural and very straightforward to understand. Often, the content of

the menu does not change and participants only need to construct their ideal bundle once.

Hence, they do not experience decision fatigue. However, collecting a single measurement

may not provide sufficient information on key bundle attributes which may impact the es-

timation results.

2.1.3 Research Challenges

The resulting configuration data poses two analytical challenges for researchers.

First, as the size of the menu (number of products that can be included in the bundle)

grows, the number of possible bundles that a participant might construct grows geometri-

cally. This implies a large number of alternatives in the choice set. Model estimation from

a large choice set is computationally expensive and may even be impossible.

The easiest approach to analyze configuration data is counting analysis (Samban-

dam and Kumar, 2012; Johnson et al., 2006). However, counting analysis ignores the prod-

uct interdependence in a bundle. Moreover, it cannot capture the preference heterogene-

ity across consumers. Furthermore, other proposed approaches such as Multinomial Logit

(MNL) models (Johnson et al., 2006; Rice and Bakken, 2006) cannot capture product in-

terdependencies. We assert that the interdependencies should not be ignored. Products in

a bundle are usually complements or they may be partial substitutes (depending on the

strategy of the firm). Therefore, counting analysis may result in a bundle that is impracti-

6
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cal and/or unwanted.

The second analysis challenge arises form the small amount of data collected from

each participant. In many instances, the participant configures only one ideal product

bundle. So, researchers have only one choice observation per participant. This limited

amount of data does not allow researchers to obtain estimates of model parameters at the

individual level.

2.1.4 Overview of Research

In this chapter, we develop a modeling framework that deals with the challenges of

configuration data. The goal is to provide marketers an approach to investigate consumer

bundle preferences from a bundle configuration task. We develop a Mixed Logit model

suitable for the analysis of configuration data. The preference heterogeneity distribution

in our model takes into account the fact that participants for the bundle choice experiment

are screened based on their interests in the product category under study. We show ana-

lytically that a Mixed Logit model consistent with the participant screening process takes

the form of the multivariate logistic (MVL) choice model. The proposed Multivariate Lo-

gistic (MVL) model provides clear insights into product complementarity or substitutabil-

ity as well as consumer preference heterogeneity.

The rest of this chapter is organized as follows. Following the literature review, we

show analytically that the population choice model for bundle preferences takes the form

of a MVL model with parameters reflecting consumer preference heterogeneity. We apply

the methodology to a real-world configuration study of bundles of power tools. Finally, we

7
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conclude with a discussion of the methodology, the limitation of configuration studies and

future directions.

2.2 Literature Review

Product bundles formed under a mixed bundling strategy typically have four char-

acteristics. First, bundles consist of separate products. For example, a desktop computer

bundle might include a computer, a monitor and a keyboard. Second, the probability that

a bundle is chosen depends on the consumers’ preferences for the individual products in a

bundle. For instance, gamers are more likely to choose a desktop computer bundle with a

high resolution monitor than regular users. Third, the interdependencies between products

in a bundle influence the probability that a bundle is chosen. A desktop computer bun-

dle including a computer and a monitor is more popular than a bundle consisting only of

a monitor and a pair of computer speakers. Fourth, bundles are always sold for a special

price. This special price may be a special “bundle” price that varies by items, a percentage-

off discount or a quantity discount.

Bundles are conceptually similar to “shopping baskets” which are widely studied

in the marketing literature. They share the first three characteristics. Therefore, shopping

basket models can serve as a basis for modeling product bundle preferences. We next re-

view modeling frameworks from both the bundling and shopping basket literatures.

2.2.1 Typology of Bundle Choice Models

Bundle choice models can be classified into two categories based on unit of anal-

ysis in the utility model. Both attribute-based and product-based (or component-based)

8
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approaches have appeared in the literature (Rao, 2004). The attribute-based approach

models the utility in terms of the attributes all the products in the bundle. For example,

Chung and Rao (2003) model the utility based on product attributes that are further clas-

sified into three comparability types: attributes that are common to all products, partially

shared by products and unique to specific products. This approach captures the interac-

tions among products by assessing the aggregation and dispersion of the attributes across

products.

To estimate an attribute-based bundle choice model, a researcher needs to define

the attributes of all products. In addition to bundle choice data, researchers have to col-

lect the ratings of the product attributes from each consumer. If the products being con-

sidered for a bundle share very few attributes, the complexity of the data collection pro-

cess and model estimation greatly increase.

In contrast, a product-based bundle choice model treats each individual product in

a bundle as a unit of analysis. This approach does not require further utility decomposi-

tion of products into attributes. It is easier to implement when products in a bundle are

highly heterogeneous. This type of model requires only bundle choice data. (The shopping

basket literature (Manchanda et al., 1999; Russell and Petersen, 2000) naturally falls in

this category as well.) Because our empirical study deals with bundles of highly heteroge-

neous products, we adopt a product-based approach, viewing products in a bundle as the

base unit of bundle utility.
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2.2.2 Product-Based Models

When the individual products in a bundle are viewed as the base unit for bun-

dle utility analysis, several modeling approaches are possible. For the multinomial logit

(MNL) approach (Johnson et al., 2006), the bundle-building process is viewed as a sin-

gle choice task in which individuals are making decisions from 2J bundles, where J is the

number of products available to choose from. As J increases, the number of possible bun-

dles can be so large that standard MNL software cannot calibrate the model.

To avoid this problem, practitioners assume independence among products. Thus,

the simultaneous decisions for products are viewed as a set of separate choice tasks (John-

son et al., 2006; Rice and Bakken, 2006). A standard binary logit model is estimated for

each product and the choice probability of a bundle is assumed to be the product of the

choice probabilities of the products on the menu. Conceptually speaking, this approach

is incorrect even though it is easy to implement. Assuming independence across products

in a bundle is not consistent with the idea of a product bundle. In terms of methodology,

Johnson et al. (2006) show that the results obtained from the binary logit approach are

highly correlated with the estimates obtained from MNL model. Additionally the average

part-worths are identical to the full MNL model to at least three decimal places. While

binary logit approach is easy to handle and can be analyzed by a standard statistic pro-

gram, the underlying assumption of independence of items is questionable. Moreover, we

can show that MNL and binary logit models are nested in the multivariate logistic model

(discussed in the subsequent paragraphs) with independence assumption. The derivation is

provided in Appendix A.

10



www.manaraa.com

2.2.3 Shopping Basket Models

In the shopping basket literature, there are two main approaches to deal with the

interdependencies among products: the multivariate probit (MVP) model (Manchanda

et al., 1999; Liechty et al., 2001) and the MVL model (Russell and Petersen, 2000; Ka-

makura and Kwak, 2014). In the MVP framework, an individual’s latent utility for var-

ious products is assumed to have a joint normal distribution. The interdependencies of

products are captured by the correlation structure in the multivariate normal distribu-

tion. This correlation structure implicitly assumes that the choice decision of putting one

product in a bundle is influenced by all of the other products even if they are not in the

bundle.

With roots in spatial statistics, the MVL approach develops marginal conditional

distribution by taking influences from adjacent areas into consideration (Cressie, 1993).

Thus, the MVL model explicitly incorporates parameters to capture the pairwise interde-

pendencies among products. In a marketing context, the MVL model assumes that con-

sumers choose a product to be in a bundle based on the presence (or absence) of other

products in the bundle. Under appropriate assumptions, it has been shown that a joint

distribution, based on the set of conditional distributions, can be derived. Furthermore,

it has the form of the multivariate logistic distribution (Cox, 1972). Due to its explicit

modeling of interdependencies, the MVL model has been applied to other areas, including

studies of social influence on choice decisions (Moon and Russell, 2008; Yang et al., 2010).
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2.2.4 MVL vs. MVP Models

In addition to their different approaches of modeling interdependencies among prod-

ucts, the major difference between MVL and MVP models is the ability to handle bundle-

level attributes. A bundle-level attribute is related to the bundle as a whole, regardless of

which products are included in a bundle. A quantity discount is an example of a bundle-

level attribute. In practice, this usually means that the discount depends on the size of

the bundle (e.g., buy two products get 20% off and buy three products get 25% off). In

such as case, the discount does not depend on which products are included in the bundle.

While both MVL and MVP models decompose the bundle utility into product utilities,

the choice probability of a bundle in a MVP process assumes that the consumer makes si-

multaneous decisions for all products on the menu. However, in the actual configuration

task, the respondent adds products to the bundle one by one. During the task, the con-

sumer may not yet know what the final bundle will be if there is a quantity discount. Fur-

thermore, due to the presence of bundle attributes, the choice probability for an individual

product is actually undefined until the entire bundle is chosen. We provide more discus-

sion in Appendix B.

In contrast, the MVL model has a specific expression for the utility of bundle at-

tributes. For this reason, the MVL model is more suitable to analyze bundle choices when

bundle-level attributes are present. Table 2.1 summarizes and compares the binary logit,

MVP and MVL approaches.
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Table 2.1: Summary of Modeling Approaches

Approach Binary Logit MVL MVP

Analysis set up

View the

configuration task as

a process of making

multiple independent

choices with regard to

products.

Individuals make

multiple simultaneous

choices of products.

Individuals make

multiple simultaneous

choices of products.

Interdependency

Do not allow

interdependence

among products.

Capture the

interdependencies by

explicitly

incorporating

interaction variables

in the model. The

utility of an product

is influenced only by

other products that

are in the bundle.

Capture the

interdependencies

among products

through a correlation

matrix. The utility of

an product is

influenced by all other

products even they

are not in the bundle.

Utility

formulation

An product will be

will chosen if the

utility for that

product is above

threshold.

An product will be

included in the bundle

if the utility for that

product, after

considering the

impact from other

products in the

bundle, exceeds

threshold.

An product will be

included in the bundle

if the utility for that

product, after

considering the

impacts from all other

products, exceeds

threshold.

Consideration

set assumption

All possible bundles

are considered by

subjects.

Choice can be

restricted to a subset

of bundles.

Choice can be

restricted to a subset

of bundles.

Model design

After constructing the

chosen probability of

each product given

their characteristics,

the probability of a

bundle being chosen

is the multiplication

of the probability of

each product.

Given characteristics

of products, the

model simultaneously

predicts the chosen

probability of a

collection of products.

Given characteristics

of products, the

model simultaneously

predicts the chosen

probability of a

collection of products.
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2.3 Model Development

Our empirical study focuses on product bundles with bundle-level attributes. More

specifically, we consider a situation where quantity discounts are offered on bundles. Fol-

lowing the discussion above, we start with the MVL choice model at the individual level.

We then take into account the preference heterogeneity for products and derive the aggre-

gate bundle choice model.

2.3.1 Individual Model

Suppose a menu consists of J products. Consumers can, therefore, assemble a to-

tal of 2J different bundles, including an empty bundle consisting of no products. Let b =

1, . . . , B denote the bundle, where 1 represents the null bundle and B = 2J is the bun-

dle consisting of all products. For individual i we define the direct utility function for the

bundle category at time t as follows:

u(x) =
∑
b

ψbtxb

where xb is the quantity for bundle b. Define Pj as the price for product j and zjb = 1

if product j is in bundle b and 0 otherwise. The total price for bundle b, TPb, is TPb =∑
j Pjzjb.

Let db be the quantity discount for bundle b. Denote BPb = TPb(1− db) as the bun-

dle price for bundle b after quantity discount. If E is the total expenditure on the bundles,

the utility maximization decision is

max u(x) subject to
∑
b

BPbxb ≤ E
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We define the marginal utility for bundle b as ψbt = ψbe
εbt . The term ψb is the de-

terministic component of the marginal utility. The term εbt is a random element which

represents factors that influence the customer’s choice but are unobserved to researchers.

Applying the Kuhn-Tucker first-order conditions, the choice probability for bundle b is

Pr(b) = Pr

(
ψbt
BPb

>
ψb′t
BPb′

)
(2.1)

= Pr (lnψb − lnBPb + εb > lnψb′ − lnBPb′ + εb′ for any b′ 6= b)

If we assume that εbt follows a Gumbel (0, δ) distribution and we integrate over εbt, the

choice probability for bundle b is

Pr(b | ψ, δ) =
exp

{
lnψb−lnBPb

δ

)∑
b′ exp

{
lnψb′−lnBPb′

δ

} =
exp

{
1
δ

lnψb − 1
δ

lnBPb
}∑

b′ exp
{

1
δ

lnψb′ − 1
δ

lnBPb′
} (2.2)

The deterministic marginal utility has to be positive and show diminishing returns. Fol-

lowing Song and Chintagunta (2006), we assume that the deterministic marginal utility for

bundle b is the exponential of the sum of the utilities of products in the bundle and their

interactions. That is, lnψb =
∑

j αjzjb +
∑

j

∑
j′ ωjj′zjbzj′b = αTzb + 1

2
zTb Ωzb, where αj

is individual i’s preference for product j and ωjj′ captures the interdependency between

products j and j′. Notice that the diagonals of the product interdependency matrix Ω are

zeros. Then Equation (2.2), the choice probability for bundle b, can be expressed as

Pr(b | α) =
exp

{
1
δ

lnψb − 1
δ

lnBPb
}∑

b′ exp
{

1
δ

lnψb′ − 1
δ

lnBPb′
} (2.3)

=
exp

{
1
δ
αTzb + 1

2δ
zTb Ωzb − 1

δ
lnBPb

}∑
b′ exp

{
1
δ
αTzb′ +

1
2δ

zTb′Ωzb′ − 1
δ

lnBPb′
}

Without loss of generality, we set
∑

bα
Tzb = 0 and mean center the log of bundle
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price lnBP ∗b = lnBPb − 1
B

∑
b′ lnBPb′ . Thus,

∑
b

αTzb =
∑
b

∑
j

αjzjb =
∑
j

∑
b

αjzjb =
∑
j

αj
∑
b

zjb = 0 (2.4)

Because
∑

b zjb = 2J−1, it follows that
∑

j αj = 0.

2.3.2 Aggregate Model

Individuals have different preferences for the individual products and the result-

ing bundles (recall this latter assumption is the second defining characteristic of a bun-

dle). We believe that bundles are formed for a specific application, and consumers have

a consensus on the products needed for this application. Thus we assume that while par-

ticipants have different preferences for products, they generally agree on the interactions

between products. Therefore we only need to consider the distribution of α. The hetero-

geneity in preferences can be captured by assuming a multivariate probability distribution

for α. Suppose the preference distribution is g(α). The aggregate choice probability of

bundle b is a Mixed Logit model (Train, 2003):

Pr(b) =

∫
Pr(b | α)g(α)dα (2.5)

What should the preference distribution g(α) be? In other words, what is the pref-

erence distribution of those consumers who would buy bundles?

Let f(α) be the preference distribution for the population and assumed it follows

a multivariate normal (MVN) distribution MVN(µ,Σ). This assumption on population

preference distribution implies that some consumers place high values on all of the prod-

ucts that might be bundled while some place extremely low values on some or all of these
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same products. However, we do not observe choices from consumers who are not interested

in this product category. That is, consumers are screened for their interest in the product

category. Hence g(α) should reflect the preference distribution for the screened sample (we

call this group “heavy users”).

2.3.3 Screening Process

To approximate the heavy user distribution, we define the relationship between the

preference distributions for heavy users and the population as

g(α)

f(α)
= w(α) (2.6)

Here w(α) represents the screening process. The term g(α), the preference distribution for

heavy users, may be written as g(α) = w(α)f(α). We call this the screened multivariate

normal (S-MVN) distribution. Furthermore, we define

w(α) = k exp {IV (α)} (2.7)

where k > 0 is a scaling constant and IV (α) represents the inclusive value of the product

category for individual i:

IV (α) = log
∑
b′

exp

{
1

δ
αTzb′ +

1

2δ
zTb′Ωzb′ −

1

δ
lnBP ∗b′

}
(2.8)

The motivation for this specification of w(α) comes from the screening process.

First, as explained earlier, heavy users are a subset of the population and this segment

places higher value on the product category. We further assert that such consumers have

more interest in buying a bundle. This suggests that the relationship between heavy user

and population preference distributions is related to how attractive the product category

17



www.manaraa.com

is to the heavy users relative to the population. In the choice modeling literature, the at-

tractiveness of a product category for individual i can be represented by an inclusive value

function, the expected maximum utility of the alternatives in the set (Ben-Akiva and Ler-

man, 1985). Thus, we propose that w(α) is monotonically related to the inclusive value.

Second, because both g(α) and f(α) are non-negative, w(α) has to be non-negative. Since

inclusive value ranges from −∞ to ∞, we define w(α) to be proportional to exp {IV (α)}.

Lastly, the normalizing constant r ensures that the properties of the probability distribu-

tion g(α) are preserved under the specification.

2.3.4 S-MVN Distribution

From equations (2.6) and (2.7) we can obtain g(α):

g(α) = w(α)f(α) = k exp {IV (α)} f(α) (2.9)

Because
∫
g(α)dα =

∫
k exp {IV (α)} f(α)dα = 1, the normalizing constant k for w(α) is

k−1 =

∫
exp {IV (α)} f(α)dα

=

∫ (∑
b′

exp

{
1

δ
αTzb′ +

1

2δ
zTb′Ωzb′ −

1

δ
lnBPb′

})
f(α)dα

=
∑
b′

∫
exp

{
1

δ
αTzb′ +

1

2δ
zTb′Ωzb′ −

1

δ
lnBPb′

}
f(α)dα

=
∑
b′

exp

{
1

2δ
zTb′Ωzb′ −

1

δ
lnBPb′

}∫
exp

{
1

δ
αTzb′

}
f(α)dα

=
∑
b′

exp

{
1

2δ
zTb′Ωzb′ −

1

δ
lnBPb′

}
Mα

(
1

δ
zb′

)
Thus we obtain the screening process w(α):

w(α) = k exp {IV (α)}
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=
exp {IV (α)}∑

b′ exp
{

1
2δ

zTb′Ωzb′ − 1
δ

lnBPb′
}
Mα

(
1
δ
zb′
)

where Mα

(
1
δ
zb′
)

= exp
{

1
δ
µTzb′ +

1
2δ2

zTb′Σzb′
}

is the moment generating function of α.

The S-MVN heavy user preference distribution is:

g(α) = w(α)f(α) (2.10)

=
exp {IV (α)} f(α)∑

b′ exp
{

1
2δ

zTb′Ωzb′ − 1
δ

lnBPb′
}
Mα

(
1
δ
zb′
)

Equation (2.10) shows that the heavy user preference distribution depends on the design

of choice task. Moreover, when there is no preference heterogeneity, Σ = 0, α = µ and

w(α) = 1. In such a circumstance the heavy user preference distribution and the popula-

tion preference distribution are the same, g(α) = f(α). If preference heterogeneity exists

and w(α) > 1, individuals who have a higher expected maximum utility are more likely

to be retained in the heavy user preference distribution. Similarly, w(α) < 1 means that

individuals who have a lower expected maximum utility are more likely to be screened out.

2.3.5 MVL Choice Model

We can now model the aggregate choice probability as:

Pr(b) =

∫
Pr(b | α)g(α)dα (2.11)

=

∫
exp

{
1
δ
αTzb + 1

2δ
zTb Ωzb − 1

δ
lnBPb

}
exp {IV (α)}

× exp {IV (α)}∑
b′ exp

{
1
2δ

zTb′Ωzb′ − 1
δ

lnBPb′
}
Mα(1

δ
zb′)

f(α)dα

=
exp

{
1
2δ

zTb Ωzb − 1
δ

lnBPb
}∑

b′ exp
{

1
2δ

zTb′Ωzb′ − 1
δ

lnBPb′
}
Mα(1

δ
zb′)

∫
exp

{
1

δ
αTzb

}
f(α)dα

=
exp

{
1
2δ

zTb Ωzb − 1
δ

lnBPb
}
Mα(1

δ
zb)∑

b′ exp
{

1
2δ

zTb′Ωzb′ − 1
δ

lnBPb′
}
Mα(1

δ
zb)
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=
exp

{
1
2δ

zTb Ωzb − 1
δ

lnBPb
}

exp
{

1
δ
µTzb + 1

2δ2
zTb Σzb

}∑
b′ exp

{
1
2δ

zTb′Ωzb′ − 1
δ

lnBPb
}

exp
{

1
δ
µTzb′ +

1
2δ2

zTb′Σzb′
}

=
exp

{
1
δ
µTzb + 1

2δ2
zTb (δΩ + Σ) zb − 1

δ
lnBP ∗b

}∑
b′ exp

{
1
δ
µTzb′ +

1
2δ2

zTb′ (δΩ + Σ) zb′ − 1
δ

lnBP ∗b′
}

Notice that equation (2.11) is a Mixed Logit model (Train 2003), which typically does not

have a closed form expression. Remarkably, with the assumption of the S-MVN heavy user

preference distribution, we are able to derive a closed form solution for the Mixed Logit

model.

Let σ =
[
σ2
1, . . . , σ

2
J

]T
and ΣD = diag(σ). Since zjb = 0 or 1, z2jb = zjb, zTb ΣDzb =

σTzb. We can rearrange the terms in equation (2.11):

Pr(b) =
exp

{
1
δ
µTzb + 1

2δ
zTb Ωzb + 1

2δ2
zTb (Σ−ΣD + ΣD) zb − 1

δ
lnBPb′

}∑
b′ exp

{
1
δ
µTzb′ +

1
2δ

zTb′Ωzb′ +
1

2δ2
zTb′ (Σ−ΣD + ΣD) zb′ − 1

δ
lnBPb′

} (2.12)

=
exp

{
1
δ
µTzb + 1

2δ
zTb Ωzb

1
2δ2

zTb Σ†zb + 1
2δ2

zTb ΣDzb − 1
δ

lnBPb
}∑

b′ exp
{

1
δ
µTzb′ +

1
2δ

zTb′Ωzb′ +
1

2δ2
zTb′Σ

†zb′ +
1

2δ2
zTb′ΣDzb′ − 1

δ
lnBPb′

}
=

exp
{

1
δ
µTzb + 1

2δ2
zTb (Ω + Σ†)zb + 1

2δ2
σTzb − 1

δ
lnBPb

}∑
b′ exp

{
1
δ
µTzb′ +

1
2δ2

zTb′(Ω + Σ†)zb′ +
1

2δ2
σTzb′ − 1

δ
lnBPb′

}
=

exp
{(

1
δ
µ + 1

2δ2
σ
)T

zb + 1
2
zTb (Ω + Σ†)zb − 1

δ
lnBPb

}
∑

b′ exp
{(

1
δ
µ + 1

2δ2
σ
)T

zb′ +
1

2δ2
zTb′(Ω + Σ†)zb′ − 1

δ
lnBPb′

}
=

exp
{

1
δ
µ†Tzb + 1

2δ2
zTb
(
δΩ + Σ†

)
zb − 1

δ
lnBP ∗b

}∑
b′ exp

{
1
δ
µ†Tzb′ +

1
2δ2

zTb′
(
δΩ + Σ†

)
zb′ − 1

δ
lnBP ∗b′

} (2.13)

where µ† = µ + 1
2δ2

σ and Σ† = Σ −ΣD. The resulting aggregate choice probability takes

the form of a MVL model (Russell and Petersen 2000; Kwak, Duvvuri, and Russell 2015).

Kwak, Duvvuri, and Russell (2015) discuss the properties of the MVL model from

the perspective of marketing science literature. In our application, equation (2.12) specifies

four major aspects that affect the aggregate choice probability for a given bundle b: 1) the

overall preferences for products µ, 2) the product interdependencies Ω, 3) the preference
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correlations between products Σ and 4) the discounted bundle price.

We make several remarks regarding this result. First, when consumer preferences

are homogeneous, Σ = 0 and α = µ = µ†. In this case equation (2.12) simplifies to equa-

tion (2.3). Second, if all products are independent of each other, Ω = 0. Thus the bundle

choice probability is influenced only by preference heterogeneity across consumers, in ad-

dition to bundle price. Third, if δ → 0, decision makers are becoming more deterministic

in the decision making process. Consequently the preference heterogeneity has a greater

influence on the aggregate choice probability. Lastly, the model specification allows us to

recover population preference parameters µ and Σ. This allows the researchers to infer the

properties of the population level MVN distribution, if desired.

2.3.6 Lack of Identification for Ω

We emphasize that while both Ω and Σ are interaction matrices, they represent

different sources of interactions. The Ω matrix represents the interdependencies between

products, i.e., substitutability or complementarity. Hence Ω is a within individual mea-

sure. The Σ matrix, on the other hand, is a between individual measure because it cap-

tures the product preference heterogeneity and preference correlation across consumers.

In our empirical configuration study, we do not have repeated measures for each individ-

ual. Thus we are not able to identify Ω. For this study, without loss of generality we set

Ω = 0. Note, however, that the aggregate choice model in equation (2.12) is a MVL

model, regardless of the value of Ω.
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Table 2.2: Summary Statistics of Simulated Preference Distributions

Distribution Min. Median Mean Max.

IV (α) f(α) 2.08 5.20 5.36 13.70
g(α) 2.18 6.66 6.70 13.70

α1
f(α1) -4.27 2.93 2.95 9.28
g(α1) -4.27 4.19 4.19 9.28

α2
f(α2) -0.86 1.97 1.98 5.40
g(α2) -0.60 2.33 2.32 5.40

α3
f(α3) -13.68 -4.95 -4.93 3.96
g(α3) -13.68 -6.49 -6.50 -3.96

f(α) = MVN distribution. g(α) = S-MVN distribution.

2.3.7 Heavy Users vs. General Population

To illustrate the effects of respondent screening on the parameters of the MVL

model, we simulated the preference distribution for a population that included an identi-

fied “heavy user” segment. For this purpose, we focus on the product preference parame-

ters α using J = 3 products as our example. To simplify the presentation of results, we ig-

nore product prices and other bundle attributes (e.g. quantity discount). Consistent with

the restriction
∑

j αj = 0, the true parameters in the simulation dataset also sum to zero.

Lastly, we assume δ = 1.

The true parameters are

α =

α1

α2

α3

 ∼MVN

µ =

 3
2
−5

 ,Σ =

 4.0 0.3 −4.3
0.3 1.0 −1.3
−4.3 −1.3 5.6


The summary statistics of the heavy user and population preference distributions

are shown in Table 2.2.

As stated earlier, the screening process retains individuals who place a higher value

on the products in the category. From the simulation study, we can see that the proposed

function w(α) indeed reflects the relationship between the product category attractiveness
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and the product preferences of heavy users as well as the population. Figure 2.1 shows

the inclusive value distributions for both heavy users and the population. The preference

distributions are shown in Figures 2.2. Those who do not think the product category

is attractive are more likely to be screened out. Table 2.2 shows that the means of g(α1)

and g(α2) are higher than f(α1) and f(α2), respectively. The mean of g(α3) is also more

extreme than f(α3) due to the zero sum constraint on preference. In short, the heavy user

preference distributions are more skewed than the population preference distributions. To

conclude, the simulation results presented here suggest that our proposed approximation

to the screening process is reasonable.

2.4 Model Calibration

The aggregate model as shown in equation (2.11) has some restrictions and chal-

lenges. The restriction
∑

j αj = 0 imposes restrictions on the parameters. Moreover, it is

clear to see from equation (2.12) that the variances are confounded with the means. We

also need to address the major challenge that our configuration data presents - one obser-

vation per participant and the ”curse of dimensionality.” The dimensionality problem is

twofold here: the number of parameters to be estimated and the size of the choice set in

the denominator. We discuss each of those issues subsequently.

2.4.1 Parameter Restrictions

Because
∑

j αj = 0, without loss of generality we set αJ = −
∑J−1

j=1 αj = −1TJ−1α
∗

where α∗ =
[
α1, . . . , αJ−1

]T
and 1l is a vector of length l with 1 as every element. De-

fine T =
[
IJ−1×J−1 −1J−1

]T
. Thus we have α =

[
α∗ αJ

]T
= Tα∗. Define µ∗ =
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Figure 2.1: Weighted Sample and Population Inclusive Value Distributions
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Figure 2.2: Weighted Sample and Population Preference Distributions - α1
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Figure 2.3: Weighted Sample and Population Preference Distributions - α2
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Figure 2.4: Weighted Sample and Population Preference Distributions - α3

27



www.manaraa.com

[
µ1 . . . µJ−1

]T
and Σ∗ as the first J − 1 rows and columns of Σ. The distribution for

α can be written as

α = Tα∗ ∼MVN

(
µ = Tµ∗ =

[
µ∗

µJ

]
,Σ = TΣ∗TT =

[
Σ∗ σ
σT σ2

J

])
(2.14)

where µJ = −1TJ−1µ
∗, σ =

[
σ1J , . . . , σJ−1,J

]T
= −Σ∗1J−1 and σ2

J = 1TJ−1Σ
∗1J−1. Thus

equation (2.11) can be rewritten as

Pr(b) =
exp

{
1
δ
µ∗TTTzb + 1

2δ2
zTb TΣ∗TTzb − 1

δ
lnBPb′

}∑
b′ exp

{
1
δ
µ∗TTTzb′ +

1
2δ2

zTb′TΣ∗TTzb′ − 1
δ

lnBPb′
} (2.15)

=
exp

{
1
δ
µ∗T z̃∗b + 1

2δ2
z̃∗Tb Σ∗z̃∗b − 1

δ
lnBP ∗b′

}∑
b′ exp

{
1
δ
µ∗T z̃∗b′ +

1
2δ2

z̃∗Tb′ Σ∗z̃∗b′ − 1
δ

lnBP ∗b′
}

where z̃∗b = TTzb =
[
z̃1b . . . z̃J−1,b

]T
and z̃jb = zjb − zJb.

2.4.2 Assumptions for Scaling Parameters

There are two scaling parameters in Equation (2.15): the scaling parameter δ from

the individual logit model and the variance matrix Σ∗ from the heterogeneity distribution.

As shown in equation (2.12), the variances are confounded with means; we are unable to

distinguish the means and the variances. For the equation to be identifiable, we assume

the variances for all products are constant: σ2
1 = · · · = σ2

J−1 = σ2 and rewrite equa-

tion (2.15) as follows:

Pr(b) =
exp

{
1
δ
µ∗T z̃∗b + 1

2δ2
z̃∗Tb Σ∗z̃∗b − 1

δ
lnBPb′

}∑
b′ exp

{
1
δ
µ∗T z̃∗b′ +

1
2δ2

z̃∗Tb′ Σ∗z̃∗b′ − 1
δ

lnBPb′
} (2.16)

=
exp

{
1
δ
µ∗T z̃∗b + σ2

2δ2
z̃∗Tb Θ∗z̃∗b − 1

δ
lnBPb′

}
∑

b′ exp
{

1
δ
µ∗T z̃∗b′ +

σ2

2δ2
z̃∗Tb′ Θ∗z̃∗b′ − 1

δ
lnBPb′

}
=

exp
{

1
δ
µ∗T z̃∗b + σ2

2δ2
z̃∗Tb Θ∗z̃∗b − β lnBP ∗b′

}
∑

b′ exp
{

1
δ
µ∗T z̃∗b′ +

σ2

2δ2
z̃∗Tb′ Θ∗z̃∗b′ − β lnBP ∗b′

}
where Θ∗ is a J − 1× J − 1 correlation matrix, and β = 1

δ
> 0.
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2.4.3 Number of Parameters to be Estimated

Applying equation (2.16) to a dataset with J products we need to estimate J(J+1)
2

+

1 parameters. This clearly imposes some estimation difficulty. To reduce the number of

parameters, we project the correlation matrix Θ∗ onto a two-dimensional space. Let

V∗ =

 ~v1
...

~vJ−1

 =

 v11 v12
...

...
vJ−1,1 vJ−1,2


Define Θ∗ = V∗V∗T , where ~vj~v

T
j = 1 and |~vj~vTk | ≤ 1 for j 6= k. We define vj1 = cos(θj),

vj2 = sin(θj) because trigonometric functions have properties that are consistent with

the restrictions on ~vj. However, there are infinitely many solutions for θj that satisfy the

restrictions. To make sure that we have only one unique solution, we further define θj =

2π
eaj+1

, where aj is the parameter to estimate on the real line. Thus θj is always between 0

and 2π. Next, to fix the scale and the direction of the map, we set v11 = 1 and v12 = 0.

Lastly, to prevent the axes to be flipped, we set v21 = cos( π
ea2+1

).

Replacing Θ∗ with V∗V∗T , equation (2.16) becomes

Pr(b) (2.17)

=
exp

{
µ̃∗T z̃∗b + k2

2
z̃∗Tb Θ∗z̃∗b − β lnBPb′

}
∑

b′ exp
{
µ̃∗T z̃∗b′ +

k2

2
z̃∗Tb′ Θ∗z̃∗b′ − β lnBPb′

}
=

exp
{
µ̃∗T z̃∗b + k2

2
z̃∗Tb V∗V∗T z̃∗b − β lnBPb′

}
∑

b′ exp
{
µ̃∗T z̃∗b′ +

k2

2
z̃∗Tb′ V∗V∗T z̃∗b′ − β lnBPb′

}
=

exp
{
µ̃∗T z̃∗b + k2

2

(∑J−1
j z̃2jb~vj~v

T
j + 2

∑J−2
j

∑J−1
k>j z̃jbz̃kb~vj~v

T
k

)
− β lnBPb

}
∑

b′ exp
{
µ̃∗T z̃∗b′ +

k2

2

(∑J−1
j z̃2jb′~vj~v

T
j + 2

∑J−2
j

∑J−1
k>j z̃jb′ z̃kb′~vj~v

T
k

)
− β lnBPb′

}
=

exp
{
µ̃∗T z̃∗b + k2

2

∑J−1
j z̃2jb + k2

∑J−2
j

∑J−1
k>j z̃jbz̃kb~vj~v

T
k − β lnBP ∗b

}
∑

b′ exp
{
µ̃∗T z̃∗b′ +

k2

2

∑J−1
j z̃2jb′ + k2

∑J−2
j

∑J−1
k>j z̃jb′ z̃kb′~vj~v

T
k − β lnBP ∗b′

}
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2.4.4 Size of Choice Set

In the configuration task, the number of the possible bundles is 2J . As the size

of the menu grows, the number of possible bundles grows geometrically. To address this

problem, researchers in the transportation science literature have developed a solution

known as “sampling of alternatives.” This approach, developed for MNL model, replaces

the full choice set with a subset of all alternatives in the denominator (McFadden, 1978).

Doing so still provides consistent estimates, except for the intercept. Furthermore, the in-

tercept bias can be corrected by adding an additional term to the model. Since the MVL

model can be characterized as a simple logit model defined in terms of bundles and has

the independence of irrelevant alternatives (IIA) property (Kwak et al., 2015), sampling of

alternatives is an appropriate option for our formulation. We explain the sampling of the

alternatives approach in the following.

Let υb be the deterministic utility for alternative b, and B is the set containing all

the alternatives. Based on random utility theory, the probability of choosing alternative b

is defined as

Pr(Yb = 1) =
exp (υb)∑
b′∈B exp(υb′)

(2.18)

A procedure for sampling of alternatives assigns to an individual i a subset of the alter-

natives, denoted by B′ which includes the chosen alternative b. Let πi(B′|b) be the condi-

tional probability of constructing the set B′ for subject i, given the chosen alternative b.

For ease of readability, we suppress the individual subscript i in the following discussion.

The joint probability of a chosen alternative and a subset of alternatives, B′, is

π(b,B′) = π(B′|b)Pr(Yb = 1)
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By Bayes theorem, the conditional probability of alternative b being chosen given a subset

of alternatives, B′, is

π(b|B′) =
π(B′|b)Pr(Yb = 1))∑

b′∈B′ π(B′|b′)Pr(Yb′ = 1)
(2.19)

Substituting the choice probabilities Pr(Yb = 1) in equation (2.19) with equation (2.18),

we have

π(b|B′) =
exp{υb + ln π(B′|b)}∑

b′∈B′ exp{υb′ + ln π(B′|b′)}
(2.20)

McFadden (1978) proves the maximization of the conditional log likelihood function

of equation (2.20) yields consistent estimates of the unknown parameters under normal

regularity conditions. Notice that equation (2.20) includes an additive alternative-specific

correction for the bias introduced by the sampling of alternatives.

Two different sampling strategies have been proposed for alternative sampling: sim-

ple random sampling and importance sampling. We apply importance sampling due to the

consideration of efficiency. The sampling with replacement procedure suggested by Ben-

Akiva and Lerman (1985) is as follows: Draw a sample of size k from the set B with prob-

ability wb for each bundle b at each draw. Delete the duplicate alternatives and add the

chosen alternative if it was not sampled. Then the probability to obtain the set B′ is

π(B′|b) =
∏

b∈B′&b′ 6=b

qb′(
∑
b′∈B′

qb′)
k+1−k′ =

1

qb

∏
b′∈B′

qb′(
∑
b′∈B′

qb′)
k+1−k′ =

1

qk
Q(B′) (2.21)

where Q(B′) =
∏

b′∈B′ qb′(
∑

b′∈B′ qb′)
k+1−k′ . Combining equation (2.21) and equation (2.20),

we have

π(b|B′) =
exp(ub + log 1

qb
Q(B′))∑

b′∈B′ exp(ub′ + log 1
qb′
Q(B′))

=
exp(ub − ln qb)∑

b′∈B′ exp(ub′ − ln qb′)
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Based on the sampling of alternatives approach described above, equation (2.17)

becomes

PrBi(b) (2.22)

=
exp

{
µ̃∗T z̃∗b + k2

2

∑J−1
j z̃2jb + k2

∑J−2
j

∑J−1
k>j z̃jbz̃kb~vj~v

T
k − β lnBPb − ln qb

}
∑

b′∈Bi exp
{
µ̃∗T z̃∗b′ +

k2

2

∑J−1
j z̃2jb′ + k2

∑J−2
j

∑J−1
k>j z̃jb′ z̃kb′~vj~v

T
k − β lnBPb′ − ln qb′

}
where qb is the weight of bundle b and Bi is the sample choice set for consumer i.

We implement sampling of alternative procedure for model estimation. The proce-

dure is as follows:

1. Exclude the baskets with size 0 and size 1 from the total set of the bundles. Denote

the new set that contains 502 bundles as B.

2. Count the frequency of each bundle being chosen by the participants.

3. Adjust the frequency of each bundle being chosen as follows:

freqb = freq∗b +
1

2

where freq∗b represents number of times the bundle being chosen by the participants

in the dataset.

4. Calculate the probability of each bundle being chosen based on the data:

Probb =
freqb∑
b′∈B freqb′

5. For each participant i, we apply sampling of alternatives as follows:

(a) Using sampling with replacement, we get 90 bundles from the set B based on

the probability Probb.
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(b) Eliminate the duplicate bundles. Denote the set of alternatives as Bi.

(c) Check if the chosen bundle of subject i is in Bi. If not, add the chosen bundle

to the set Bi.

2.4.5 Model Estimation

Because of the closed-formed expression of the aggregate choice model, we are able

to use maximum likelihood estimation procedure for model estimation. The log likelihood

is:

LL = log

(
n∏
i

PrBi(b)

)
=

n∑
i

logPrBi(b) (2.23)

=
n∑
i

{
µ̃∗T z̃∗b +

k2

2

J−1∑
j

z̃2jb + k2
J−2∑
j

J−1∑
k>j

z̃jbz̃kb~vj~v
T
k − β lnBP ∗b − ln qb

}

−
n∑
i

log

{∑
b′∈Bi

exp

{
µ̃∗T z̃∗b′ +

k2

2

J−1∑
j

z̃2jb′ + k2
J−2∑
j

J−1∑
k>j

z̃jb′ z̃kb′~vj~v
T
k − β lnBP ∗b′ − ln qb′

}}

2.5 Empirical Application

A real-life marketing problem motivated our modeling efforts using configuration

data. An unnamed power tool manufacturer wanted to know what would be the best bun-

dle to introduce into a non-US distribution channel. They wanted a way to determine the

size of the bundle as well as the exact set of tools that would maximize purchases of the

bundle.

Qualitative research suggested that a bundle of power tools would appeal to two

segments of customers. The first is made up of professionals who use power tools every

day as part of their job and are involved in the purchase decisions for their personal tools.

The second segment consists of serious do-it-yourself (DIY) consumers who are more in-
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volved in home repairs, woodworking, etc. than the average person. These segments are

designated Professionals and Hobbyists respectively. The online survey screened out any

potential respondents that did not fall into one of these two segments. Therefore, the data

reported here comes from heavy users in the category as defined in equation (2.10).

After answering several other survey questions (including purchase intentions for

individual tools), the participants entered the configuration task. Participants were told

to create their ideal bundle from a menu consisting of nine tools, subject to the restriction

that the bundle had to contain at least two tools.

All the tools are generic and unbranded. The individual price of each tool was dif-

ferent. Participants in the same group faced the same pricing structure. To enhance the

incentive of constructing a bundle, each group was offered three different bundle discount

levels – at bundle of size two, three, and four and above. The discount went deeper when

the bundle size increases. After configuring a tool bundle, the discounted total price was

shown. Participants were given the opportunity to revise their bundle. This process con-

tinued until the participant was satisfied with the bundle and the total price.

2.5.1 Data Description

A total of 301 participants, of which 150 are Professionals and 151 are Hobbyists,

passed the screening questions and successfully completed the configuration task. Sum-

mary statistics are presented in Table 2.3. For confidentiality, the tools are presented in

disguised form. We classified the tools into three categories based on their purpose. The

first three (D1, D2 and D3) are used for drilling or driving. Four tools (C1, C2, C3 and
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Table 2.3: Data Summary - Bundles

(a) Professionals

Bundle Size

Class

Number of

Possible Bundles

Number of Participants

in Bundle Size Class

Number of Distinct

Bundles Chosen by

Participants
2 36 7 6
3 84 16 14
4 126 43 32
5 126 22 19
6 84 9 8
7 36 4 3
8 9 0 0
9 1 49 1

Total 502 150 83

(b) Hobbyists

Bundle Size

Class

Number of

Possible Bundles

Number of Participants

in Bundle Size Class

Number of Distinct

Bundles Chosen by

Participants
2 36 5 5
3 84 34 24
4 126 50 33
5 126 21 21
6 84 9 9
7 36 3 3
8 9 0 0
9 1 29 1

Total 502 151 96

C4) are used for cutting. The remaining two tools (A1, A2) serve different purposes. Both

can be viewed as accessories. Note that tools in the same category are not perfect substi-

tutes. While the main purpose may seem very similar, there are situations that require, for

example, a very specific drilling or cutting tool.

From the nine tools, respondents could have constructed one of 512 different bun-

dles. In our data, a total of 152 bundles were assembled at least once by the participants -

83 for Professionals and 96 for Hobbyists.

Nearly one third of the Professionals and one fifth of the Hobbyists included all
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Table 2.4: ANOVA Analysis

Status Size Status × Size
Sum of

Squares
F -value p-value

Sum of

Squares
F -value p-value

Sum of

Squares
F -value p-value

D1 5.0 3.25 0.07 2.4 1.52 0.22 0.3 0.21 0.65
D2 7.0 4.70 0.03∗ 3.0 2.02 0.16 1.2 0.80 0.37
D3 6.9 5.43 0.02∗ 23.6 18.72 <0.001∗ 0.4 0.29 0.59
C1 5.7 4.29 0.04∗ 14.8 11.08 <0.001∗ 0.3 0.24 0.62
C2 7.5 5.97 0.02∗ 12.1 9.59 0.002∗ 0.1 0.09 0.77
C3 8.2 6.46 0.01∗ 11.2 8.80 0.003∗ 3.4 2.68 0.10
C4 0.0 0.01 0.91 10.8 7.89 0.005∗ 3.2 2.253 0.13
A1 3.3 2.03 0.16 13.1 7.94 0.005∗ 0.1 0.04 0.84
A2 5.7 3.85 0.05∗ 18.2 12.18 0.001∗ 0.5 0.336 0.56

Status = Professionals/Hobbyists

Size = Bundle Size = 9/Bundle Size < 9

∗ significant at p = 0.05

nine tools in their ideal bundle. This is a relatively high proportion of all bundles in the

sample. We suspected that participants who included the tools in their ideal bundle may

have had a different mindset from the rest of the sample. To test this conjecture, we di-

vided the participants into two groups – those who included all of the tools in their ideal

bundle and those whose ideal bundle fell between two and eight tools. We performed a

two-way ANOVA on the two groups’ answers to the survey purchase intention question –

“How likely are you to purchase” each tool at a given retail (non-discounted) price? These

questions were answered on a 7-point Likert scale. Results are presented in Table 2.4.

None of the interactions is significant. The results suggest that participants who

included all of the tools in their ideal bundle were more significantly likely to buy the indi-

vidual products at the given retail price. This finding seems to suggest that this group has

higher reservation prices for all of the products and hence are less price sensitive. Since

the primary purpose of bundling is to segment consumers on the basis of price sensitivity,

we excluded these participants from our data. The frequencies of the tools being chosen by
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(a) Professionals (b) Hobbyists

Figure 2.5: Frequencies of Tools Being Chosen

remaining participants are shown in Figure 2.5. The distributions differ slightly between

Professionals and Hobbyists. The top three tools are D1, D2 and C3 for Professionals. For

Hobbyists, the top 3 tools include D1, C4 and D2.

2.5.2 Model Fit

The fit statistics of equation (2.22), including the log likelihood of the models as

well as the Pearson’s χ2 test and Kolmogorov–Smirnov test results on the expected count

of bundle sizes vs. the true distribution of bundle sizes are shown in Table 2.5. For both

Professionals and Hobbyists we can see some lack of fit for bundles of size four, but overall

the expected counts of different bundle sizes have similar patterns as the data. Moreover,
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Table 2.5: Model Fit

Professionals Hobbyists
Model (LL=-490.958) Data Model (LL=-587.947) Data
Probability Exp. Ct. Count Probability Exp. Ct. Count

Bundle

Size

2 .085 9 7 .110 13 5
3 .196 20 16 .232 28 34
4 .292 29 43 .304 37 50
5 .254 26 22 .226 28 21
6 .129 13 9 .099 12 9
7 .038 4 4 .025 3 3
8 .006 0 0 .004 1 0

Avg. Size 4.28 4.22 4.06 4.03
Pearson’s

χ2 Test

χ2 9.85 13.16
df 5 5

p-value 0.08 0.02

K-S Test D 0.08 0.09
p-value 0.55 0.27

LL = log likelihood. Exp. Ct. = expected count. K-S test = KolmogorovSmirnov test.

the p-values from Kolmogorov–Smirnov test are .55 and .27 for Professionals and Hobby-

ists, respectively, suggesting that the model fit the data well.

2.5.3 Estimates for Preference, Price and Scaling Parameters

The parameter estimates for equation 2.22 are shown in Table 2.6. The signs of β

and k are positive, as we expect. Because the inverse of β is the scale parameter of the

individual utility process, we are able to recover the preference heterogeneity distribution

parameters by setting µj = µ̃j × δ =
µ̃j
β

for j = 1, . . . , J − 1 and σ = k × δ = k
β
. By

construction, µA2 – the preference parameter for A2 – is not estimated. It is inferred based

on equation (2.14). The standard error for µA2 is obtained from using the delta method.

The population parameters are shown in Table 2.7.

We will first discuss the preference parameters as well as price and scaling param-

eters, followed by the discussion of the parameters related to the correlation matrix in the

next section.
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Table 2.6: Estimation Result

Professionals Hobbyists
Parameters Estimate Std. Err. Estimate Std. Err.

µ̃D1 0.823 ∗ 0.218 1.187 ∗ 0.198
µ̃D2 0.633 ∗ 0.220 0.595 ∗ 0.199
µ̃D3 -0.810 ∗ 0.225 -0.099 0.196
µ̃C1 -0.376 0.233 -0.447 ∗ 0.199
µ̃C2 -0.313 0.213 -0.314 0.202
µ̃C3 0.203 0.205 0.142 0.190
µ̃C4 0.319 0.218 0.358 0.210
µ̃A1 0.204 0.224 -0.357 0.224
aD2 -0.058 0.561 -1.142 ∗ 0.515
aD3 -0.722 ∗ 0.306 0.173 0.191
aC1 0.300 0.301 -0.625 * 0.238
aC2 1.481 ∗ 0.516 1.151 ∗ 0.296
aC3 2.436 ∗ 1.185 1.392 ∗ 0.302
aC4 0.130 0.280 -2.079 ∗ 0.808
aA1 -1.341 ∗ 0.436 -1.284 ∗ 0.354
β 0.686 ∗ 0.300 1.199 ∗ 0.301
k 0.695 ∗ 0.070 0.757 ∗ 0.061

∗ Significant at p = 0.05

Table 2.7: MVL Model Parameter Estimates

Professionals Hobbyists
Parameters Estimate Std. Err. Estimate Std. Err.

Overall Preference

µD1 1.200† .619 .990∗ .304
µD2 .923† .487 .496∗ .194
µD3 -1.181† .627 -.083 .167
µC1 -.548 .432 -.373† .195
µC2 -.456 .392 -.262 .189
µC3 .296 .311 .465∗ .160
µC4 .465 .353 .299 .182
µA1 .297 .382 -.298 .183
µA2 -.996∗ .452 -.888∗ .248

Two Dimensional

Space Parameters

aD2 -.058 .561 -1.142∗ .515
aD3 -.722∗ .306 .173 .191
aC1 .300 .301 -.625* .238
aC2 1.481∗ .516 1.151∗ .296
aC3 2.436∗ 1.185 1.392∗ .302
aC4 .130 .280 -2.079∗ .808
aA1 -1.341∗ .436 -1.28∗ .354

Price Coefficient β .686∗ .300 1.199∗ .301
Gumbel Distribution

Parameter
δ 1.458∗ .638 .834∗ .209

Preference

Heterogeneity
σ 1.013∗ .451 .631∗ .163

∗ Significant at p = 0.05
† Significant at p = 0.10
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Figure 2.6: Preference Scale for Tools

We plot the preference estimation results for each tool on a one dimensional prefer-

ence scale, see Figure 2.6. We can see that for both Professionals and Hobbyists, D1 and

D2 are the most preferred tools, while A2 is close to the bottom of the list. Professionals

and Hobbyists show different preferences for the rest of the tools.

If we were to design a bundle based on these preferences for tools, we would se-

lect the set of most preferred tools. This approach, however, ignores the interdependen-

cies among tools and may result in an unreasonable recommendation (as we discuss in our

subsequent analysis).

From Table 2.7, the price coefficient β for Professionals is smaller than Hobbyists,

suggesting that Professionals are less price sensitive than are Hobbyists. On the other

hand, the preference variance σ2 for Professionals are larger than for Hobbyists, indicating

that preference heterogeneity is greater for Professionals than for Hobbyists. We believe

that this is a reasonable result because professionals come from different industries and

these differences drive their greater preference heterogeneity.

The modeling framework developed here takes into account two sources of varia-

tion: the preference differences between choice decisions for an individual (within-individual
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variation), and the preference differences between individuals at each choice decision (between-

individual variation). Within-individual variation can be represented by the variance of

the individual’s utility distribution: V arW = π2

6
δ2. Between-individual variation is cap-

tured by the variance of the preference heterogeneity distribution: V arB = σ2. The ratio

of the two variations is:

Rv =
V arB
V arW

=
σ2

π2

6
δ2

=
σ2

δ2
6

π2
= k2

6

π2
≈ 0.61k2

Thus the relative magnitude of the two variations is proportional to k2. For Professionals

and Hobbyists Rv = 0.29 and 0.35, respectively. That is, the between-individual variation

is smaller than the within-individual variation for both Professionals and Hobbyists. In

addition, from Table 2.7 we can see that the preference heterogeneity (σ) is greater for

Professionals than for Hobbyists.

2.5.4 Correlations in Tool Preferences

The preference correlation matrix for all tools is obtained from equations (2.4.3)

and (2.14). The resulting correlation matrices, however, are not positive definite. To ob-

tain positive definite correlation matrices, we make the following adjustment: we add 0.002

and 0.004 to the diagonal of the correlation matrices for Professionals and Hobbyists, re-

spectively (Schott, 1997). Then, we normalize each matrix to the constraints of a cor-

relation matrix. The consequence of this adjustment is the slight decrease in the abso-

lute value of the correlation coefficients. The adjusted correlation matrices are shown in

Tables 2.8 and 2.9. The adjusted correlation coefficients are the same as the unadjusted

correlation (to the first decimal place) for Professionals. The same is true for 31 of 36 ad-
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Table 2.8: Preference Correlation Estimates – Professionals

D1 D2 D3 C1 C2 C3 C4 A1 A2
D1 1.00 -0.05 -0.46 -0.89∗ 0.40 0.87 -0.98∗ 0.26 -0.13
D2 1.00 -0.86∗ 0.49∗ 0.90∗ 0.44 0.25 -0.97∗ -0.98∗
D3 1.00 0.02 -1.00∗ -0.83∗ 0.28 0.73∗ 0.93∗
C1 1.00 0.06 -0.56 0.96∗ -0.67∗ -0.33
C2 1.00 0.79∗ -0.20 -0.78∗ -0.96∗
C3 1.00 -0.76 -0.24 -0.59
C4 1.00 -0.45 -0.08
A1 1.00 0.91∗
A2 1.00

∗ Significant at p = 0.05

Table 2.9: Preference Correlation Estimates – Hobbyists

D1 D2 D3 C1 C2 C3 C4 A1 A2
D1 1.00 -0.72∗ -0.96∗ -0.58∗ 0.06 0.31 0.76 0.21 -0.16
D2 1.00 0.88∗ -0.14 0.64∗ 0.42 -0.99∗ -0.82∗ -0.53
D3 1.00 0.34 0.21 -0.05 -0.91∗ -0.46 -0.11
C1 1.00 -0.84∗ -0.95∗ 0.08 0.67 0.83
C2 1.00 0.96∗ -0.59∗ -0.96∗ -0.94∗
C3 1.00 -0.37 -0.86∗ -0.93∗
C4 1.00 0.78∗ 0.46
A1 1.00 0.86∗
A2 1.00

∗ Significant at p = 0.05

justed correlation coefficients in the Hobbyist results.

We plot the two dimensional space obtained from equations (2.4.3) and (2.14). Fig-

ure 2.7 summarizes the examples of correlation patterns. On this mapping, a vector repre-

sents a tool and the angle between two vectors represents the correlation between tools. If

two tools are independent, the two vectors representing the tools will be perpendicular to

each other. If the tools are positively correlated, the angle will be smaller than 90◦. If the

tools are negatively correlated, the angel will be greater than 90◦. The plots for Profes-

sionals and Hobbyists are shown in Figure 2.8. Professionals and Hobbyists display some

similar bundling behavior. For example, preferences for accessories (A1 and A2) are pos-
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Figure 2.7: Examples of Preference Correlation Patterns

itively correlated. Within the set of cutting tools, C2 and C3 have positively correlated

preferences. Similarly, respondents who prefer C1 usually prefer C4 as well. The major

difference between Professionals and Hobbyists lies in the drilling/driving tools. For Pro-

fessionals D2 and D3 have negatively correlated preferences. In addition, the choices of

D1 and D2 are nearly independent. For Hobbyists preference for D1 is negatively corre-

lated with preferences for D2 as well as D3. For many tasks, D1 can fulfill the functions

of D2 and D3. Thus, we believe the resulting map has some face validity. In terms of cut-

ting tools, for example, C1 and C2 as well as C1 and C3 are close to being uncorrelated

for Professionals. For Hobbyists, C1 is negatively correlated with C2 and with C3.

2.5.5 Maximizing Preference Share

After the data were collected, the company decided to limit the size of the retail

bundle to a set of three tools. Based on the MVL model, we simulated the choice probabil-

ity for all bundles. Then, we normalized the choice probability of all bundles of size three.
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(a) Professionals (b) Hobbyists

Figure 2.8: Tool Preference Correlation Maps

Table 2.10: Top Three Bundle Recommendations

Professionals Hobbyists
Bundles Probability Bundles Probability

(D1, D2, C3) 0.077 (D1, C4, A1) 0.094
(D1, C3, A1) 0.053 (D1, C3, C4) 0.066
(D1, D2, C2) 0.044 (D1, D2, C3) 0.055

The top three bundles and their choice probabilities are shown in Table 2.10. Interestingly,

the most preferred bundle for Hobbyists contains tools from each of the categories. Be-

cause Hobbyists use limited tools to accomplish most of their tasks, a diverse tool bundle

is more desirable.

Using the single dimensional preference scale from Figure 2.6 above, we show the

most preferred bundles from the Professional and Hobbyist segments in Figure 2.9. It is

clear from Figure 2.9 that we will provide different bundle recommendation if we do not
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Figure 2.9: Most Preferred Bundles

take into account preference correlation. Ignoring preference correlations, we would rec-

ommend (D1, D2, C4) and (D1, D2, C3) for Professionals and Hobbyists, respectively. It

is important to note that the approach is comparable to the counting method often used

in practice. Notice that these particular bundles contain tools with negatively correlated

preferences. For example, D1 and C4 are negatively correlated for Professionals while D1

and D2 are negatively correlated for Hobbyists. Therefore, designing a most preferred bun-

dle must take into account the preference correlations for individual products.

2.6 Maximizing Bundle Revenue

A key objective of bundling strategy is to maximize revenue. We present our sce-

nario and simulation method, followed by the simulation results and discussions. We con-

clude this section with a brief summary.

2.6.1 Scenario and Method

We consider a situation in which only a specific bundle of size three is provided to

the market. Any combinations of tools in which the specific bundle is a subset will enjoy

some savings due to the discount from the bundle. Any other combinations of tools that
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do not include this bundle will cost the consumers the sum of the tool prices. For example,

suppose (D1, D2 ,C3) is offered as a bundle at discount. The total price for (D1, D2, C3,

A1) will be the discounted bundle price for (D1, D2, C3) plus the price of A1. The total

price for (D1, C3, C4) will be the sum of the prices from each tool without any discount.

Suppose b∗ is the promoted bundle, that is, the only bundle with discounted price. Under

this scenario, the total revenue can be expressed as follows:

R = N ×

[∑
b∈C1

TPb × Pr(b) +
∑
b∈C2

BPb × Pr(b)

]
(2.24)

where C1 is the set of bundles that do not include b∗ as a subset, C2 is the set of bundles

that have b∗ as a subset. N is the market size, TPb is the total bundle price, BPb is the

discounted bundle price and Pr(b) is the bundle choice probability.

We assume that a bundle of size three is offered for Professionals and Hobbyists

each. There are 84 bundles of size three in total, resulting in 84 different revenue simula-

tion scenarios. Those bundles are offered with the same pricing and discount strategy as

in the empirical study. For each scenario, We calculate the bundle choice probability Pr(b)

from equation (2.12) given the prices of products and the special price for the bundle of-

fered. Lastly, we assume the market size N = 10000. The simulated revenues from the

most popular bundles are presented in Table 2.11. Table 2.11 also includes the simulated

revenues when no discount is offered and the top five highest estimated revenues and their

corresponding bundles if discounts are applied.
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Table 2.11: Revenue Simulation

Professionals Hobbyists
Bundle Revenue Bundle Revenue

No bundle – $4,374,326 – $2,023,699

Top five bundles

(D3, C2, A2) $4,361,047 (C1, C2, A2) $2,020,384
(C1, C2, A2) $4,358,454 (C1, A1, A2) $2,020,124
(D3, C1, A1) $4,356,908 (C1, C3, A2) $2,019,136
(C1, A1, A2) $4,355,543 (D3, A1, A2) $2,018,976
(D3, C1, C2) $4,355,185 (D3, C2, A2) $2,018,501

Most preferred bundle (D1, D2, C3) $4,196,693 (D1, C4, A1) $1,975,211

2.6.2 Revenue Analysis

Our simulation results show that those bundles with highest choice probability do

not generate the highest revenue. The top five bundles generating the highest revenue in-

clude tools of which preferences are negatively correlated. More importantly, our simula-

tion results suggest that providing bundles to the market does not increase the revenue for

the company.

Recently Armstrong and Vickers (2010) discussed demand elasticity in a competi-

tive environment. They show that in a competitive environment with unit demand, pro-

viding discounts to bundles decreases profit if demand is not sufficiently elastic (see Arm-

strong and Vickers (2010), Proposition 4). We now discuss the impacts of price elasticities

on the revenue.

2.6.3 Analysis of Bundle Price Elasticity

To understand the price elasticity, we derive the own price elasticity of bundle b∗

based on equation (2.11):

∂logPr(b∗)

∂logBPb∗
= β ×BPb∗ ×

(∑
c∈C2

Pr(c)

BPc
− 1

BP ∗b

)
= β ×

(∑
b∈C2

BPb∗

BPc
× Pr(b)− 1

)
(2.25)
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Table 2.12: Own Price Elasticity of the Most Preferred Bundle

Price Elasticity
Lower Bound Exact Value Upper Bound

Professionals -0.686 -0.567 -0.487
Hobbyists -1.199 -1.103 -1.028

Equation (2.25) suggests that the price elasticity is determined by three components: the

price coefficient β, the choice probability of those bundles in C2, and the bundle prices.

Moreover, because Pr(b) ≥ 0 and BPb∗
BPb
≤ 1, we can derive the following relationship:

−β ≤ ∂logPr(b∗)

∂logBPb∗
≤ β ×

(∑
b∈C2

Pr(b)− 1

)
(2.26)

From equation (2.26) we can see that for the demand for b∗ to be elastic, β has to be larger

than 1.

Table 2.12 reports the exact value, the upper and lower bounds of price elasticity

based on equation (2.26) of the most preferred bundles for Professionals and Hobbyists.

Professionals have an inelastic demand for the bundles. This makes sense because they

rely on those tools at work. Hobbyists show a slightly elastic demand, compared to Pro-

fessionals. We plot the choice probability at different discount level for the most preferred

bundles, as shown in Figure 2.10. While Hobbyists show a more elastic demand than Pro-

fessionals, the demand for the most preferred bundles for Professionals and Hobbyists are

not very elastic.

In short, the demand for bundles is not sufficiently elastic and it is not profitable to

provide bundles to the market.
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Figure 2.10: Demand Curve for the Most Preferred Bundles

2.6.4 Summary

To develop optimal bundling strategy, we consider two different marketing objec-

tives: maximizing preference share and maximizing revenue. We show that different man-

agerial objectives lead to different bundle recommendation. Moreover, we demonstrate

that bundling strategy depends on factors such as demand elasticity, and bundling is not

always optimal.

2.7 Conclusions

In this chapter, we develop a new approach for analyzing bundle preference data

collected via a configuration task. This type of study spurred us to develop a generalized

model of multiple product purchasing that can be used for configuration data and other
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applications including shopping basket analysis. We discuss the methodological contribu-

tions of our study next.

2.7.1 Methodological Contribution

In practice, researchers limit their study samples to include only respondents who

may be interested in the focal product/service of the survey. In the case of product bun-

dles, participants are likely to be restricted to those more likely to buy bundles in the mar-

ket place, i.e., the heavy users discussed above. Consequently, the resulting preference dis-

tribution based on the bundle choices of heavy users is a screened distribution. We pro-

pose that the screened distribution be modeled as a function of the population preference

distribution and a screening process driven by the inclusive value of the product category.

These combine in our proposed screened multivariate normal (S-MVN) distribution for

heavy users.

Incorporating the S-MVN into our aggregate Mixed Logit choice model for bundles,

we show there is a closed-form solution, which is generally not possible with Mixed Logit

models. Furthermore, the resulting formulation is a type of MVL model which is well-

known in the spatial and choice modeling literatures (Russell and Petersen, 2000; Song

and Chintagunta, 2006; Kwak et al., 2015). The model is relatively straight-forward to es-

timate and has other desirable properties. In addition to providing insights into preference

heterogeneity and product interdependencies from configuration data, the model devel-

oped for this paper can be readily adapted to data from shopping basket studies and other

cross-category purchasing situations.
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2.7.2 Strengths and Weaknesses of Configuration Data

As discussed in the introduction, a typical single task configuration study is very

easy to implement for marketing researchers. For participants, the task is natural and

straightforward to understand. However, if the menu of options does not change across

participants, researchers are left with limited information upon which to base their analy-

sis.

In our empirical example, all participants faced the same product prices. The only

variation was the bundle discount which was affected by the size of the bundle. Despite

different levels of bundle discounts, the variation may not be sufficient and thus a single

task configuration study may underestimate consumer price sensitivity.

Unfortunately, the recommended remedy is to expand the number of BYOB tasks

for each individual respondent. This requires a well-constructed experimental design as

well as survey participants willing to complete multiple, highly similar tasks with equal

attention. The former requirement reduces the attractiveness of this approach for some

practitioners. The latter issue of respondent attention and its counter-part of decision fa-

tigue are problems common to many research methods. However, this exact problem was

supposed to be avoided by using a configuration task for collecting bundle preference data.

Moreover, it must be noted that the reliability (test-retest, parallel forms, etc.) of repeated

configuration tasks, even for identical menus of options, has yet to be reported in the liter-

ature.

As noted above, the empirical study we analyzed had fixed individual product prices

but varying levels of discounts depending on the bundle size. This limited our ability to
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measure the price elasticity of individual products. To obtain such data, some researchers

design the bundle menu so that some or all of the prices vary across participants or across

repeated menus given to the same participant (Orme, 2013). These menu-based choice

studies seem to provide sufficient information to estimate the impact of price changes.

However, it must be noted that the conjoint literature has identified changing a single at-

tribute (such as price) across tasks to be problematic. The range of a product attribute

(how much it varies across tasks) as well as the number of attribute levels increases the

measured importance of that attribute (Wittink et al., 1990). Consequently, changing the

prices across menus may elicit unwanted attention to prices and thus overestimate price

sensitivity.

Another limitation of a configuration study is that we are not able to analyze the

interependencies among products at the individual level due to a lack of repeated obser-

vations from participants. Distinguishing the product interdependencies at the individ-

ual level from the preference heterogeneity could be useful in developing a multi-bundle

strategy. Understanding the interdependencies among products and the preference hetero-

geneity allows companies to devise different bundles for different segments, and maximize

customer value and profits.

2.7.3 Future Direction

2.7.3.1 Incorporating individual covariates

Some individual measures were collected in this survey. The proposed model in this

chapter does not consider those individual demographic factors. The next step is to de-
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velop a modeling approach that delivers individual preference estimates. Marketers are

interested in understanding individual consumer preferences so that they can generate

most profit by tailoring their products and services to target consumers. Preference het-

erogeneity gives rise to market segmentation and product differentiation. It also serves as

the basis for targeted communication and promotion strategy. Hence in many marketing

contexts researchers wishes to estimate individual level parameters. The individual vari-

ables are observed heterogeneity that contribute to the preference variance across respon-

dents. Thus doing so would allow researchers to understand the market better and im-

prove model prediction ability. Appendix C illustrates the fundamental setup of the model

that incorporates individual covariates. Further model identification derivation is needed

for the model to be able to apply to configuration dataset.

2.7.3.2 Choice-based conjoint versus configuration data

For measuring bundle preferences, choice-based conjoint (CBC) analysis is an al-

ternative approach because it provides repeated observations. However, CBC analysis is

limited in the situation where bundles can be constructed from a large assortment of prod-

ucts. As the number of products increases, the number of choice tasks required increases

and participants are more likely to experience information overload. This will adversely

affect the quality of data.

Researchers often use fractional factorial or incomplete block designs to reduce the

number of choice tasks. However, this results in the possibility that participants are not

presented with ideal (or close to ideal) products throughout the choice tasks. This creates
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a high proportion of none choices resulting in reduced validity of the parameter estimates.

Both the configuration task and the CBC approach use hypothetical bundles. For

the BYOB task, the respondent determines which products go into their bundle. In the

CBC, the respondent chooses one (or none) of the bundles from a pre-specified set. These

tasks differ in the demands put on the respondent and the type of decision making they

employ. The configuration task seems to rely more on sequential processing of product

choices. On the other hand, the CBC tasks require holistic evaluations of entire bundles

and a choice from these few presented options. An interesting area of future research would

be to explore how the results of these methods differ and whether they could be used in

combination to improve results for managers.
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CHAPTER 3

COMPARISON OF CONFIGURATION AND CONJOINT DATA

3.1 Introduction

Building on the previous chapter, this chapter examines the consumer decision-

making process under choice-based conjoint (CBC) and configuration studies.

We learned in Chapter 2 that researchers have limited information in a configura-

tion study, and may underestimate price sensitivity. Choice Based Conjoint (CBC) stud-

ies, on the other hand, are designed to provide sufficient variations in key attributes through-

out different choice tasks. The design of a CBC study for measuring bundle preferences

can be very complicated as the number of products available increases, and the data qual-

ity may be negatively affected if the choice tasks required in a CBC study is large. Due to

the different strengths and weaknesses of the configuration and CBC studies, researchers

may improve the understanding of bundle preference by combining these two different

sources. In marketing, a rich literature has been dedicated to combining different data

sources. In this stream of research, an utility maximization, compensatory decision pro-

cess is assumed to be the underlying mechanism for all choices (Louviere et al., 1999). If

consumers adopt utility maximization and compensatory decision rules for both CBC and

configuration studies, researchers can benefit from combining CBC and conjoint data and

apply the traditional tool directly.

It is possible, however, that consumers use different decision-making processes un-

der configuration or CBC study. Consumer behavior researchers have studied extensively
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different decision making processes under different conditions (Gaeth et al., 1991; Levin

et al., 2002; Park et al., 2000). If this is the case we need to develop a model that reflects

the different psychological process while taking advantage of these two data sources. Be-

cause the model for combining the two data sources depends on the underlying decision-

making process, it is important for us to evaluate the underlying assumptions before we

proceed to data fusion.

To evaluate and compare the underlying decision making process of CBC and con-

figuration studies, we start by assuming that consumers adopt utility maximization com-

pensatory decision process for a CBC study. This assumption directly follows from Chap-

ter 2, and allows us to make a reasonable comparison between the estimation results from

CBC and configuration study. Moreover, analyzing CBC studies using utility maximiza-

tion models is widely used by marketing practitioners. This assumption also allows us to

provide an evaluation of current approaches.

This chapter is organized as follows. We provide the hierarchical Bayesian Multi-

nomial Logit model for CBC data analysis following the review of the literature on data

fusion and the psychological aspects of bundling. After describing the CBC data collected

from the power tool study, we present the estimation results and compare it with the re-

sult from Chapter 2. We conclude this chapter with conclusions and future direction.
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3.2 Literature Review

3.2.1 Literature on Data Fusion

Researchers have been interested in combining different data sources since the 1990s.

The underlying belief is that one data source may only reflect certain aspects of decision-

making process and is limited in its ability to understand the choice and judgment pro-

cess. Thus, integrating different sources of data each of which possesses different strengths

and weaknesses would significantly benefit researchers (Louviere et al., 1999; Agarwal

et al., 2015).

One major research area is combining choice experiment and market data (Ben-

Akiva et al., 1994; Hensher and Bradley, 1993; Louviere et al., 1993; Swait and Andrews,

2003; Hensher, 2008; Louviere et al., 2008; Horsky et al., 2006; Feit et al., 2010). Because

market data are real choices made by consumers who spent their resources to make the de-

cisions, it has high reliability and face validity. Unfortunately, in the real world it is quite

common that market data often do not have enough information, such as insufficient vari-

ation in key attributes of the products offered in the market for parameter estimation or

collinearity between attributes due to product design constraint (Brownstone et al., 2000).

Choice models will not be able to detect the effect of retail prices and other marketing ac-

tivities and cannot help managers to make decisions in response to competitors actions.

On the other hand, choice experiments have proven to be useful in a variety of context

(Green et al., 2001). In addition, experimental data are rich in trade-off information, thus

are more robust to analyze structural change. The drawback is that experiment data are

hypothetical and may not take into account all possible market constraints. Studies have
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also found that at times the preferences estimated from choice experiments diverge from

those inferred market data (Brownstone et al., 2000). Due to their complementary charac-

teristics, researchers are interested in exploiting the strengths and ameliorating the weak-

nesses by combining the two data sources.

Studies in this area assume that the underlying factors governing the decision pro-

cesses in different contexts are the same. A key insight is that pooling the two data sources

requires a scaling parameter to accommodate differences in the unobserved factors between

the two sources (Morikawa, 1989; Ben-Akiva and Morikawa, 1990; Swait and Louviere,

1993; Louviere et al., 2000). The concept of this data enrichment approach is summarized

as follows.

Denote the market data as RP (revealed preference) and choice experiment data as

SP (stated preference). Let CRP and CSP be the choice set observed in market and choice

experiment data, respectively. Suppose alternative b can be described by variables XRP
b

and XSP
b , the common attributes observed in CRP and CSP , respectively and Zb and Wb,

the unique attributes observed for each data source. The utility for alternative b in both

data sources are:

uRPb = αRPb + βRPXRP
b + γZb + εRPb ∀ b ∈ CRP (3.1)

uSPb = αSPb + βSPXSP
b + δWb + εSPb ∀ b ∈ CSP (3.2)

If we assume the error terms in equations (3.1) and (3.2) are independently and identi-

cally distributed as a Gumbel distribution with scaling parameters λRP and λSP , the cor-
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responding choice probability can be written as:

Pr(b)RP =
exp

{
λRP

(
αRPb + βRPXRP

b + γZb
)}∑

b′∈CRP exp
{
λRP

(
αRPb′ + βRPXRP

b′ + γZb′
)} ∀ b ∈ CRP (3.3)

Pr(b)SP =
exp

{
λSP

(
αSPb + βSPXSP

b + δWb

)}∑
b′∈CSP exp

{
λSP

(
αSPb′ + βSPXSP

b′ + δWb′
)} ∀ b ∈ CSP (3.4)

Because the underlying process governing the decision processes in two data sources is the

same, the parameters for the common attributes are assumed to be equal, i.e., βRP =

βSP = β. As shown in equations (3.3) and (3.4) the scaling parameter λ is confounded

with β. Thus, to impose the equality condition on β we need to control for the differences

in scale between data sources. It is conventional to normalize the scaling parameter for the

experiment data (set λRP = 1), and estimate λSP in a relative scale with respect to λRP .

The log likelihood for the pool data is:

L(λSP , αRP , αSP , β, γ, δ) =
∑
i∈R

yib lnPri(b)
RP +

∑
i∈S

yib lnPri(b)
SP

where yib = 1 if participant i chooses alternative b and 0 otherwise.

In short, if the decision making processes are consistent under CBC and configura-

tion studies, the only difference will be the scaling parameter. Thus, when we compare the

estimates of the scaling parameters from the two datsets, we expect to see that the esti-

mates are proportional to each other.

3.2.2 Literature on Psychology of Bundling

Consumer behavior researchers have studied extensively with respect to the psy-

chological process of bundle preference formation and choices. Several researchers study

the preference formation process from the aspect of anchoring and adjusting (Levin and
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Gaeth, 1988; Park et al., 2000). Levin et al. (2002) examine the bundle formation pro-

cesses in which consumers were asked to construct their ideal bundle using building up

(adding products) or scaling down (removing products) approaches, and found that con-

sumers formed a bigger bundle at a higher cost when adopting the scaling down approach.

In line with this notion, Yadav (1994) finds that consumers anchored their evaluation on

the item perceived as most important and then made adjustments based on the evalua-

tions of the remaining items in the bundle. Gaeth et al. (1991) also show similar results.

Literature has different assumptions about how consumers perceive the value of

the bundle and make the comparison among bundles. In addition to deriving the value of

the bundle based on the products in the bundle, researchers assume that consumers can

integrate the values of product attributes to form attribute inventories, which are used to

form the bundle value and are served as the bundle comparison basis. Rao et al. (2017)

summarize four different strategies to compare bundles based on different aforementioned

assumptions.

The above decision strategies may be adopted under different bundle choice con-

ditions – if the bundles are presented to consumers (static bundles) or if the bundles are

formed by consumers (sequential bundles) – and hence result in different preference forma-

tion with respect to the same bundle and the bundle choices. Kim and Rao (2016) exam-

ine the choices made under sequential and static bundle conditions. Their result suggests

that consumers behave differently for these two types of bundle choices.

In the configuration study, participants are involved in a dynamic bundle formation

process whereas in the conjoint study consumers compare different static bundles. It is
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possible that consumers may use different decision rules and utility maximization assump-

tion does not hold for both datasets. Thus in this chapter we evaluate the comparability

between two studies under utility maximization assumption which serves as the foundation

for developing a data fusion model for CBC and configuration studies.

3.3 Model Development

We choose to use a Hierarchical Bayeisan Multinomial Logit (HB MNL) model to

analyze the CBC data for two reasons. First, MNL model holds the same utility maxi-

mization assumption as the MVL model in Chapter 2. Second, conjoint studies are a fa-

miliar tool for marketing practitioners, and the standard approach to analyze the conjoint

data in practice is HB MNL approach. Comparing the result from HB MNL model with

the MVL model allows us to provide a commentary on these two approaches.

CBC analysis provides repeated measurement on consumer preferences, and thus

allows us to distinguish the product interdependencies and preference correlation matrices.

We decide to simplify the comparison by setting product interdependency matrix to zero,

following the assumption in Chapter 2 and focus on the aggregate parameter analysis.

Let j = 1, . . . , J represent tools, and b = 1, . . . , B denote the bundle, where 1 repre-

sents the null bundle and B = 2J is the bundle consisting of all products. For individual i,

the choice probability for bundle b at time tis

Pr(b | α) =
exp

{
αT
i zb − βi lnBPb

}∑
b′∈Cit exp {αT

i zb′ − βi lnBPb′}
(3.5)

where Cit is the choice set the individual i faces at time time t.

Following equation (2.4), we set
∑J

j αij = 0 without loss of generality. The prefer-
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ence heterogeneity distribution for the J − 1 α’s is assumed to follow normal distribution

ψi = (αi, βi) ∼ f(ψ) = MVN(µ,Σ) (3.6)

The prior distribution for µ is MVN(0, 100I), where I is the identity matrix. The prior

distribution for Σ follows Inverse-Wishart distribution IW (ν, νI), where ν is set to be the

number of the parameters plus 3.

One major difference of the HB MNL model and the MVL model in Chapter 2 is

the preference distribution assumption. The MVL model takes into account the screening

process and assumes the preference distribution for heavy users follows S-MVN distribu-

tion. The HB MNL model assumes the normal distribution instead. Because of the differ-

ence, we expect the estimation results from these two models should reflect the difference.

We use Markov Chain Monte Carlo (MCMC) procedure for parameter estimation.

More specifically, we conduct the model estimation process in R (R Core Team, 2015) us-

ing the rhierMnlRwMixture function in bayesm package (Rossi, 2015). We apply the HB

MNL to the CBC power tool data. In the following section, we summarize the CBC data

and present the estimation results.

3.4 Empirical Application

3.4.1 Summary of the CBC Study on Power Tools

In the current power tool study, the participants complete a choice-based conjoint

(CBC) study before the configuration task. The CBC study consists of six choice tasks

for each participant. The bundles in the CBC study always have a base unit, labeled as

A3 in the subsequent analysis. Each choice task includes four options – three of which are
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bundles of sizes two, three or four in addition to A3. The fourth option is the “no-choice”

option (null bundle). All the drilling and cutting tools are present in the CBC study. Tool

A1 never appears in a bundle of size two, and tool A2 is excluded from the CBC study.

The price for each tool is the same as in the configuration study. The total bundle price

is the sum of all the tool prices after applying the quantity discount. The discount rule

applied to the configuration study also applies to the CBC study. Because tool prices re-

mains the same across choice tasks, bundle prices do not vary across different choice tasks

and participants.

Table 3.1 summarizes the number of no-choice options in the CBC study for Pro-

fessionals and Hobbyists. The column “Partial” refers to the participants who do not con-

struct a full size bundle in the configuration study, and “Complete” refers to the group

that selects all the tools. Overall 40.7% of Professionals and 52.3% of Hobbyists choose

the no-choice option at least once. 10.7% of Professionals and 18.5% of Hobbyists choose

the no-choice option across all six choice tasks.

We did a chi-squared test to see if the choices of the complete group is different

from the partial group. For Professionals and Hobbyists, the test results are X2 = 22.72,

p = 0.001 and X2 = 4.16, p = 0.65, respectively. This suggests that Professionals in

these two groups behaved differently, while Hobbyists did not differ from each other. To

be consistent with Chapter 2, the complete group is removed from the dataset used in the

analysis.

Figure 3.1 summarizes the frequencies of tools included in the chosen bundles (not

including the null bundle). Because A3 is always included in the bundle, participants in
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Table 3.1: Summary of Null Bundle in CBC Study

(a) Professionals

Number of Null

Bundle Selected

Professionals
Partial Complete Total

Count % Count % Count %
0 50 49.5 39 79.7 89 59.3
1 9 8.9 1 2.0 10 6.7
2 11 10.9 0 0.0 11 7.3
3 12 11.9 2 4.1 14 9.3
4 6 5.9 0 0.0 6 4.0
5 3 3.0 1 2.0 4 2.7
6 10 9.9 6 12.2 16 10.7

Total 101 100.0 49 100.0 150 100.0

(b) Hobbyists

Number of Null

Bundle Selected

Hobbyists
Partial Complete Total

Count % Count % Count %
0 56 45.9 16 55.2 72 47.7
1 14 11.5 3 10.4 17 11.3
2 11 9.0 1 3.4 12 7.9
3 7 5.7 3 10.4 10 6.6
4 8 6.6 1 3.4 9 6.0
5 2 1.6 1 3.4 3 2.0
6 24 19.7 4 13.8 28 18.5

Total 122 100.0 29 100.0 151 100.0
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(a) Professionals (b) Hobbyists

Figure 3.1: Frequencies of Tools Being Chosen - Conjoint Data

the conjoint choice are restricted to choose A3 regardless the bundle, except for the null

bundle. Thus we do not show the chosen frequency of A3 here. Comparing to the frequen-

cies in the configuration data, as shown in Figure 3.2, the results share some similarities.

Not considering A2 in the configuration data, the top three most frequently chosen tools

for Professionals and Hobbyists are the same – (D1, D2, C3) for Professionals and (D1,

D2, C4) for Hobbyists – with slightly different rank order. The least frequently chosen tool

are the same across two datasets – D3 for Professionals and C1 for Hobbyists. The rank

order for the rest of the tools are slightly different. The differences in the preferences for

tools are stronger in the configuration study than in the conjoint study. Overall the result

suggests a certain degree of preference consistency across the two different preference mea-

surement.
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(a) Professionals (b) Hobbyists

Figure 3.2: Frequencies of Tools Being Chosen - Configuration Data

Because participants are limited in choosing A3, we decided to exclude A3 from

the dataset to reflect true preferences. In order to achieve this, we need to drop null bun-

dle from the dataset as well. This results in 91 Professionals with 404 observations and

98 Hobbyists with 489 observations. We then apply the HB MNL model to these observa-

tions.

3.4.2 Estimation Results

We adopt a thinning procedure and obtain 10000 samples by keeping every 5 sam-

ples out of 50000 samples. The trace plots are shown in Appendix D, showing that the

MCMC algorithm had converged. We use the first 2000 samples as burn-in and use the re-

maining of the 8000 samples for estimation. Table 3.2 provides the estimation result from

the HB MNL model.
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Table 3.2: Conjoint Analysis - HB MNL Model

Professionals Hobbyists
Parameters Mean Std. Err. 95% HDI∗ Mean Std. Err. 95% HDI†

Overall preference

µD1 0.697 0.964 (-1.194, 2.613) 0.970 1.327 (-1.618, 3.639)
µD2 0.787 1.229 (-1.635, 3.247) 0.363 1.589 (-2.804, 3.513)
µD3 -0.763 1.699 (-4.147, 2.628) -0.981 1.140 (-3.248, 1.261)
µC1 -0.459 1.073 (-2.569, 1.680) -0.285 1.228 (-2.717, 2.163)
µC2 -0.391 1.103 (-2.567, 1.796) -1.319 1.350 (-3.985, 1.343)
µC3 0.184 1.073 (-1.946, 2.300) 0.021 1.151 (-2.223, 2.336)
µC4 -0.317 1.245 (-2.800, 2.149) 0.502 1.497 (-2.471, 3.466)

Price Coefficient β 4.111 3.923 (-3.873, 12.908) 7.480 2.043 (3.333, 11.441)

† HDI = Highest Density Interval

Because
∑

j αij = 0, we can infer µA1 = 0.262 for Professionals and µA1 = 0.729 for

Hobbyists. The estimation results suggest that D1 and D2 are the top two most frequently

chosen tools for Professionals, which is consistent with Figure 3.1. For Hobbyists, the top

two tools are D1 and A1. The result is quite different for Hobbyists since A1 ranks the

fifth most frequently chosen tools among chosen bundles in the counting analysis, as shown

in Figure 3.1.

Because of the scaling parameter is confounded with the parameters in the MNL

model, we cannot directly compare parameters between Professionals and Hobbyists. We

leave the discussion about elasticity to Section 3.5 when we compare estimations with the

MVL results.

Based on the 8000 samples, we calculate the preference correlations for the tools.

We first calculate the correlation among tools for each sample. We then calculate the means

and standard errors for the correlation estimates based. The correlation estimates as well
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Table 3.3: Preference Correlation Estimates

Correlation
Professionals Hobbyists

Estimate Std. Err. 95% HDII† Estimate Std. Err. 95% HDI†

(D1, D2) -0.146 0.234 (-0.595, 0.303) -0.270 0.219 (-0.673, 0.160)
(D1, D3) 0.052 0.260 (-0.445, 0.528) -0.115 0.231 (-0.553, 0.329)
(D1, C1) -0.234 0.208 (-0.625, 0.185) 0.118 0.235 (-0.346, 0.553)
(D1, C2) -0.093 0.228 (-0.505, 0.358) -0.406 0.187 (-0.745, -0.039)
(D1, C3) 0.028 0.233 (-0.411, 0.482) -0.079 0.231 (-0.517, 0.367)
(D1, C4) -0.164 0.238 (-0.607, 0.310) 0.017 0.228 (-0.418, 0.474)
(D2, D3) -0.372 0.216 (-0.771, 0.041) 0.159 0.222 (-0.284, 0.561)
(D2, C1) -0.108 0.227 (-0.522, 0.345) -0.266 0.216 (-0.642, 0.194)
(D2, C2) 0.166 0.229 (0.278, 0.585) 0.093 0.205 (-0.310, 0.476)
(D2, C3) -0.154 0.221 (-0.564, 0.283) -0.061 0.222 (-0.489, 0.380)
(D2, C4) 0.144 0.237 (-0.297, 0.602) -0.483 0.178 (-0.788, -0.123)
(D3, C1) -0.060 0.252 (-0.534, 0.426) -0.060 0.225 (-0.500, 0.358)
(D3, C2) -0.369 0.210 (-0.731, 0.053) -0.036 0.236 (-0.491, 0.419)
(D3, C3) -0.304 0.221 (-0.706, 0.133) -0.289 0.208 (-0.687, 0.104)
(D3, C4) -0.485 0.189 (-0.816, -0.110) -0.172 0.230 (-0.600, 0.260)
(C1, C2) 0.072 0.228 (-0.360, 0.509) -0.061 0.228 (-0.509, 0.374)
(C1, C3) -0.037 0.224 (-0.465, 0.390) 0.023 0.232 (-0.426, 0.467)
(C1, C4) -0.074 0.231 (-0.519, 0.379) -0.010 0.218 (-0.436, 0.404)
(C2, C3) -0.048 0.234 (-0.495, 0.386) 0.061 0.234 (-0.402, 0.499)
(C2, C4) 0.188 0.221 (-0.253, 0.584) -0.017 0.233 (-0.432, 0.450)
(C3, C4) 0.169 0.238 (-0.297, 0.597) -0.050 0.226 (-0.466, 0.396)

† HDI = Highest Density Interval

as standard errors and highest density interval are shown in Table 3.3. Using the con-

straint
∑

j αij = 0 we can infer the correlation between A1 and the rest of the tools. The

preference correlation matrices for Professionals and Hobbyists are shown in Tables 3.4

and 3.5.

We project the preference correlation matrices onto a two dimensional map, as

shown in Figure 3.3. Professionals and Hobbyists show different patterns. For example,

preferences for D1 and A1 are positively correlated for Professionals but negatively corre-
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Table 3.4: Preference Correlation Matrix – Professionals

D1 D2 D3 C1 C2 C3 C4 A1
D1 1.000 -0.146 0.052 -0.234 -0.093 0.028 -0.164 -0.242
D2 1.000 -0.372 -0.108 0.166 -0.154 0.144 -0.290
D3 1.000 -0.060 -0.369 -0.304 -0.485 0.295
C1 1.000 0.072 -0.037 -0.074 -0.306
C2 1.000 -0.048 0.188 -0.501
C3 1.000 0.169 -0.357
C4 1.000 -0.426
A1 1.000

Table 3.5: Preference Correlation Matrix – Hobbyists

D1 D2 D3 C1 C2 C3 C4 A1
D1 1.000 -0.270 -0.115 0.118 -0.406 -0.079 0.017 -0.148
D2 1.000 0.159 -0.266 0.093 -0.061 -0.483 -0.096
D3 1.000 -0.060 -0.036 -0.289 -0.172 -0.273
C1 1.000 -0.061 0.023 -0.010 -0.416
C2 1.000 0.061 -0.017 -0.355
C3 1.000 -0.050 -0.339
C4 1.000 -0.160
A1 1.000
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(a) Professionals (b) Hobbyists

Figure 3.3: Preference Correlation Maps

lated for Hobbyists. Similarly, D1 and C3 are positively correlated for Professionals but

negatively correlated for Hobbyists.

3.5 Comparison of CBC and Configuration Studies

We now compare the estimation results between MVL and HB MNL models. Be-

cause A2 does not appear in the conjoint study, we only focus on parameters for D1 to A1.

3.5.1 Comparison of Overall Preferences

To evaluate the comparability between preference estimates, we plot the results

from MVL and HB MNL models, as shown in Figure 3.4. If the parameters are compara-

ble, we expect them to be aligned on a straight line. If the estimates are exactly the same,

then we expect to see a 45◦ line.
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(a) Professionals (b) Hobbyists

Figure 3.4: Overall Preference Comparison

As we can see from Figure 3.4, the estimates are more comparable for Profession-

als than for Hobbyists. The correlations are 0.91 and 0.56 for Professionals and Hobbyists,

respectively. For Professionals, the top two and bottom three tools are consistent across

different approaches. The rank order for the rest of the tools are differently. For Hobby-

ists, D1 is the most frequently chosen tool across two choice tasks. A1 is least preferred in

the configuration dataset while it is the second most preferred tool based on the conjoint

analysis result. In short, Professionals show a more consistent preference among the two

choice tasks while Hobbyists show greater variation.

As mentioned before, these two models have different preference distribution as-

sumptions – S-MVN distribution for heavy users (normal distribution for the population)

in the MVL model and normal distribution in the HB MNL model. The normal distribu-
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tion parameters recovered in the MVL model represent the overall preferences and prefer-

ence correlations for the population, not the heavy users. Thus the difference in Figure 3.4

may be due to the different segments.

To compare the overall preferences for heavy users, we calculate the overall prefer-

ence for heavy users in the MVL model. The procedure is as follows. We first draw 15000

samples from the MVN distribution in Chapter 2. We then calculate w(α) for those sam-

ples. We draw 10000 out of 15000 samples based on w(α), and obtain the average of the

overall preferences from the 10000 samples.

Figure 3.5 shows the comparison between the overall preferences among heavy users

across the two approaches. The correlations for Professionals and Hobbyists are 0.92 and

0.82, respectively. The difference between Figures 3.4 and 3.5 suggests that heavy users

show different preference correlations from the population in in the Hobbyists segment.

Overall Professionals show a more consistent preference than Hobbyists. Notice

that almost 20% of Hobbyists in the conjoint study choose the null bundle across all six

choice tasks (see Table 3.1). It is possible that they do not find the bundles in the conjoint

study appealing, or they do not want A3 in their ideal bundle. Regardless the reasons, the

high proportion of choosing null bundle in the conjoint study may contribute to the differ-

ences in overall preferences across different approaches.

3.5.2 Comparison of Preference Correlations

Figure 3.6 plots the preference correlations from MVL and HB MNL model. The

correlations are .475 and .337 for Professionals and Hobbyists, respectively. It suggests
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(a) Professionals (b) Hobbyists

Figure 3.5: Overall Preference Comparison – S-MVN vs MVN

that the preference correlation patterns are different between configuration and conjoint

approaches.

Figures 3.7 and 3.8 shows the two dimensional maps of preference correlations from

configuration and conjoint studies. For Professionals, for example, preferences for C3 and

C4 are negatively correlated in the configuration study, but positively correlated in the

conjoint study. On the other hand, D1 and C2 are positively correlated in the configura-

tion study but negatively correlated in the conjoint study. Similar results can be found in

Figure 3.8. D1 and C3 are positively correlated in the configuration study but negatively

correlated in the conjoint study, and the opposite for D1 and C1.

Following the previous section, we also use the 10000 draws from S-MVN distri-

bution to calculate the preference correlations, and plot them against the conjoint anal-
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(a) Professionals (b) Hobbyists

Figure 3.6: Comparison of Preference Correlation Estimates

(a) MVL Model (Configuration) (b) HB MNL Model (Conjoint)

Figure 3.7: Preference Correlation Comparison – Professionals
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(a) MVL Model (Configuration) (b) HB MNL Model (Conjoint)

Figure 3.8: Preference Correlation Comparison – Hobbyists

ysis result in Figure 3.9. The correlations are .483 and .339 for Professionals and Hobby-

ists, respectively. We observe some improvements, but correlation coefficients are still low.

From the two-dimensional maps (Figures 3.10 and 3.11), we can see that the preference

estimates from these two approaches are very different.

We run a regression analysis of the preference correlation coefficients from the con-

figuration study on the correlation coefficients from the conjoint study. Table 3.6 summa-

rizes the regression analysis results. The regression lines are shown in Figures 3.6 and 3.9.

The slopes of those regression lines deviate from a 45◦ line. This implies the scaling pa-

rameters are different across configuration and conjoint studies. Because the slopes are

greater than one, it suggests that the scaling parameter is larger in Conjoint study.

In summary, these two approaches provide different results in terms of preference
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(a) Professionals (b) Hobbyists

Figure 3.9: Comparison of Preference Correlation Estimates – Heavy Users

(a) MVL Model (Configuration) (b) HB MNL Model (Conjoint)

Figure 3.10: Preference Correlation Comparison for Heavy Users – Professionals
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(a) MVL Model (Configuration) (b) HB MNL Model (Conjoint)

Figure 3.11: Preference Correlation Comparison for Heavy Users – Hobbyists

Table 3.6: Regression Analysis of Correlation Coefficients

Professionals Hobbyists
Population Heavy Users Population Heavy Users

Est. Std. Err. Est. Std. Err. Est. Std. Err. Est. Std. Err.
Intercept 0.07 0.13 0.07 0.13 0.03 0.15 0.04 0.15

Conjoint Correlations 1.43 0.52† 1.45 0.52 ‡ 1.30 0.71 1.32 0.72

Est. = Estimate; Std. Err. = Standard Error
† Significant at p = 0.01
‡ Significant at p = 0.001
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correlations, suggesting these two approaches are not comparable.

3.5.3 Comparison of Price Elasticity

In Chapter 2 we learn that configuration study may underestimate price elasticity

due to limited information. We expect that the price elasticity from conjoint study will be

greater than the configuration study.

Because in the HB MNL model the coefficients are confounded with the scaling pa-

rameter and cannot be compare directly, we compare the price elasticity across different

approaches. The derivation of the price elasticity is in Appendix E.

To compare the price elasticity, we calculate the price elasticity for the most pre-

ferred bundle offered in Chapter 2. More specifically, we consider a situation in which all

possible combinations of all tools except A2 and A3 are available. This results in 255 pos-

sible bundles excluding the null bundle. We then calculate the price elasticity for conjoint

study using equation (E.4). The result is summarized in Table 3.7.

We can see that Professionals are less price elastic than Hobbyists across different

approaches. In the configuration study, we concluded that heavy users are not price elas-

tic. Conjoint study, however, shows that they are price elastic and thus providing bun-

dles may be profitable. In short, the price elasticity from conjoint study is greater than the

configuration study for both Professionals and Hobbyists, which is consistent with what we

expect.
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Table 3.7: Price Elasticity Comparison

Segment Bundle Configuration Conjoint
Professionals (D1, D2, C3) -0.567 -1.986

Hobbyists (D1, C4, A1) -1.103 -7.267

3.6 Conclusions

Our goal in this chapter is to evaluate if participants use the same decision-making

process under CBC and configuration studies. We start by assuming that participants use

utility maximization to make choices under both CBC and configuration studies. If the

assumption holds, the parameter estimates from both datasets should be comparable and

proportional to each other. If the parameters are not comparable, the conventional utility

maximization model may not be appropriate for combining two datasets.

To achieve the goal, we apply a HB MNL model to analyze bundle preferences us-

ing choice-based conjoint data. This modeling approach also assumes utility maximization

decision process, which is consistent with the model in Chapter 2. In addition, it is the

standard approach used by practitioners. Comparing these two approaches allows us to

provide a commentary on the current standard method and the MVL model.

We compare the conjoint estimation results with the results obtained from Chap-

ter 2. The overall preference estimates for Professionals show a higher consistency than

Hobbyists. We suspect that this is because hobbyists are less satisfied with the options in

the conjoint study and hence more likely to select null choice option. In terms of prefer-

ence correlations, configuration and conjoint studies give very different results, suggest-

ing that these two approaches may not be comparable. The price elasticity from conjoint
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study is consistent with the configuration study. Moreover, it is greater than the configura-

tion study, as we expect.

From a managerial perspective, the differences in these two approaches will lead to

different managerial recommendations. We have shown in Chapter 2 that bundle recom-

mendation should take into account preference heterogeneity as well as product interde-

pendency. While configuration and conjoint studies provide consistent product preferences,

the preference heterogeneity from these two approaches is very different. This results in

different consumer segmentation and marketing strategies. From the perspective of mar-

keting research practice, further investigation of these two approaches is needed so that

marketing researchers can adopt the most appropriate approach that captures the actual

choices.

In summary, at this moment it may not be appropriate to combine the two datasets

without further understanding of the preference correlations. More research will be needed

to understand the difference in terms of preference correlations across configuration and

conjoint study, such as the influence of the design of the choice tasks and the psychological

process on preference correlations.

However, if these two datasets are comparable under utility maximization assump-

tion, Appendix F outline a data fusion model for bundle preference estimation to take ad-

vantages of configuration and conjoint analyses.
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CHAPTER 4

CONCLUSION AND FUTURE WORK

This dissertation analyzes and evaluates the approach to measure bundle prefer-

ences via configuration study. In Chapter 2, we develop an aggregate MVL model to an-

alyze configuration data. In Chapter 3 we examine the underlying consumer decision-

making process of configuration and CBC studies. This provides a foundation for model

development that takes advantages of these two different measure approaches. We use a

power tool dataset to investigate the above issues.

4.1 Summary of the Dissertation

In Chapter 2, we develop an aggregate MVL model that takes into account prefer-

ence heterogeneity as well as product interdependencies. We show that this proposed MVL

model is the closed-form expression of a Mixed Logit model when the preference distribu-

tion follows S-MVN distribution. Our estimation result suggests that configuration data

may underestimates key attributes due to limited information. Lastly, we demonstrate

that optimal bundling strategy depends on the managerial goals as well as other factors,

such as price elasticity.

In Chapter 3, we investigate the comparability of different bundle preference mea-

surement approaches. That is, if consumers adopt same decision-making process under

these two choice studies. We assume that in the conjoint study participants also adopt

utility maximization strategy, same assumption as in Chapter 3. We apply a HB MNL

model to the conjoint data, and compare the results with the parameter estimates from
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Chapter 2. In terms of overall preferences for products, we find that preferences for most

and least frequently chosen products are consistent across two approaches, and different

rank order for products in the middle. This suggests a certain degree of consistency. The

price elasticity from the two approaches is consistent and as we expect, the conjoint study

show a greater elastic city than the configuration study. However, these two approaches

do not provide consistent result in terms of preference correlations. Thus we do not rec-

ommend to combine these two datasets for preference estimation without further inves-

tigation of the preference correlations. We propose a data fusion model for both conjoint

and configuration studies should these two datasets prove to be comparable under utility

maximization assumption.

4.2 Contribution of the Dissertation

This dissertation contributes to the literature in two ways. In terms of methodol-

ogy, we establish the relation between Mixed Logit and MVL models. Traditionally Mixed

Logit is known for no closed-form expression. We are able to show that when the mix-

ing distribution is S-MVN distribution, Mixed Logit has a closed-form expression which

takes the form of MVL model. This closed-form expression allows researchers to estimate

a Mixed Logit model using MLE procedure, which can be estimated using existing statis-

tical software. Researchers may find this approach attractive and suitable for a variety of

research areas.

This dissertation also enriches the configuration data analysis literature. Due to

the information limitation, currently counting analysis is the mostly commonly used ap-
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proach. This approach ignores product interdpendencies and cannot take into account

preference heterogeneity. Our proposed MVL model is able to provide rich insights into

bundle preferences. We also demonstrate that the limited information results in underesti-

mation of key variables. We investigate the possibility to take advantages of configuration

and CBC data by examining the fundamental assumption: if participants use the same

decision-making process for these two studies. More specifically, following the assumption

in Chapter 3 we examine if in a CBC study participants also adopt utility maximization.

This investigation provide a venue for researchers to consider enriching configuration data

with CBC data.

4.3 Future Research Directions

Configuration data approach is easy to implement for researchers and straightfor-

ward for participants when measuring bundle preferences. However, as shown in Chapter 2

configuration data analysis may underestimate key attributes. While conjoint data may

complement configuration data, these two datasets may not be fully comparable. Below we

discuss some future research direstions.

1. Design of configuration data task

To extend the configuration study, several approaches are possible. One direct exten-

sion is repeated measurement – participants repeat the configuration tasks several

times with menus in which key attributes such as price or products vary. However, in

the conjoint community it is known that participants are more sensitive to attributes

that have more levels (Wittink et al., 1997). Similarly, participants may be alerted
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to the changing prices or products on a menu and hence become more sensitive to

those changes. Evaluating the effect of repeated measures of configuration studies on

the alternation of consumer preferences will contribute to the application of configu-

ration data task.

Another approach is to present different menus with different products and prices to

participants. This approach may improve the aggregate parameter estimates and re-

duce the collinearity, but still is limited to aggregate data analysis. An investigation

to the improvement of preference measurement will greatly contribute to the practice

of configuration data analysis.

2. External validity of configuration data study

Because of the limited information in the configuration data study, we do not reserve

holdout samples or taking other approaches to examine the external validity of the

configuration data analysis in Chapter 2. We learn from Chapter 3 that configura-

tion and conjoint data analyses provide very different preference correlation patterns.

Because different strengths and weaknesses of configuration and conjoint studies, it is

not clear which approach better captures the true choices. Subsequently it is difficult

to conclude if conjoint data task serves to validate the configuration data task, or

vice versa. More research about the decision making process under these two choice

tasks and comparing the results from the two studies with consumers’ true choices

will help us gain a better understanding.

3. Combine configuration and conjoint data

As mentioned before, configuration data task is easy to design and implement for
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researchers and is easy to participate for consumers. The major weakness of the

configuration data task is underestimation of key attributes due to lack of repeated

measurement. Also, the configuration data task limits researchers to aggregate data

analysis. Conjoint study, on the other hand, provides sufficient variations in key at-

tributes. The choice tasks, however, are not easy to design. As seen in our conjoint

data, participants may find the bundles not appealing resulting in high proportion

of no choice options. This may negatively affect the data quality. Thus taking ad-

vantages of these two data source – configuration tasks supplemented by some con-

joint tasks – can be an effective approach to measure bundle preferences. Moreover,

conjoint studies provide repeated measures, which allow us to distinguish product

interdependency matrix from preference correlation matrix and provide better under-

standing of consumers. Understanding the different sources of product interactions

will help managers make better decisions.

4. Data fusion when data sources are not fully comparable

In our research, we raise the question about data fusion when data sources may not

be fully comparable. This does not mean that we should not combine different data

sources if they are not comparable. Rather, it calls for a more appropriate data fu-

sion approach. Future research on combing data sources when they are not fully

comparable can be valuable to managers.
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APPENDIX A

BINARY LOGIT, MNL AND MVL MODELS UNDER INDEPENDENCE

ASSUMPTION

The goal of this appendix is to show the relation between MVL, MNL and binary

logit - under the assumption that all the items are independent of each other, MVL is

equivalent to MNL and binary logit.

Let j denote an item, and bk denote a bundle. Without loss of generality, consider

a situation where a bundle can be constructed from two items, i.e., j = 2, which result in

four possible bundles: both items are chosen (b1 = {1, 1}), either one of them is chosen

(b2 = {1, 0} or b3 = {0, 1}), or none of them are chosen (b4 = {0, 0}). Let vj be the utility

for item j and ubk be the utility for bundle bk. We further assume that the utility for a

bundle entirely depends on the items that are included in the bundle:

ubk =
2∑
j=1

zjbkvj (A.1)

where zjbk = 1 if item j is in bundle bk.

This is a legitimate assumption since the bundle is constructed entirely based on

the items. Moreover, we can always set the utility of no choice option as the baseline util-

ity and set it to zero, i.e., ub4 = 0 without loss of generality. The MNL model then can be

expressed as

Pr(bk) =
exp (ubk)∑4
k′=1 exp (ubk′ )

=
exp (ubk)

exp (ub1) + exp (ub2) + exp (ub3) + exp (ub4)
(A.2)

and the probability of choosing a bundle modeled by the binary logit model is

Pr(bk) =
2∏
j=1

P (zjbk = 1)zjbk (1− P (zjbk = 1))1−zjbk =
2∏
j=1

exp (zjbkvj)

1 + exp (vj)
(A.3)
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To show that MNL and MVL are equivalent under the assumption of independence be-

tween items, we start from writing out the MVL model:

Pr(bk) =
exp (

∑2
j=1 zjbk(vj +

∑
j′>j zj′bkθjj′))∑4

k′=1 exp (
∑2

j=1 zjbk′ (vj +
∑

j′>j zj′bk′θjj′))
(A.4)

=
exp (

∑2
j=1 zjbkvj)∑4

k′=1 exp (
∑2

j=1 zjbk′vj)
(θjj′ = 0 due to the independence assumption)

=
exp (

∑2
j=1 zjbkvj)∑4

i=1 exp (z1bk′v1 + z2bk′v2)

=
exp (

∑2
j=1 zjbkvj)

exp (z1b1v1 + z2b1v2) + exp (z1b2v1 + z2b2v2)
+ exp (z1b3v1 + z2b3v2) + exp (z1b4v1 + z2b4v2)

Based on equation (A.1),

Equation (A.4) =
exp (ubk)

exp (ub1) + exp (ub2) + exp (ub3) + exp (ub4)

= equation (A.2), the MNL model

We can also rewrite equation (A.4) in another way:

Equation (A.4) =
exp (z1bkv1 + z2bkv2)

exp (v1 + v2) + exp (v1) + exp (v2) + 1

=
exp (z1bkv1) exp (z2bkv2)

exp (v1) exp (v2) + exp (v1) + exp (v2) + 1

=
exp (z1bkv1) exp (z2bkv2)

(1 + exp (v1))(1 + exp (v2))

=
exp (z1bkv1)

1 + exp (v1)
× exp (z2bkv2)

1 + exp (v2)

= equation (A.3), the product of a set of binary logit
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APPENDIX B

BUNDLE LEVEL ATTRIBUTES AND MVP DECISION PROCESS

A bundle level attribute is defined as an attribute that is related to the bundle as

a whole and is not specific to any products. Examples include buy two get one free, spend

$40 or more and get 15% off, or 20% off when purchase three or more products. Thus the

bundle level attribute applies to all products in the bundle. In a standard MVP model,

a bundle choice probability is defined in terms of the choice probability of products. The

underlying utility for product j, j = 1, · · · , J , is written as:

uj =αj − βjPricej + εj (B.1)

The link between the observed bundle choice and the latent utility for product j is repre-

sented as:

yjb =


1, if uj > 0,

0, if uj ≤ 0.

(B.2)

Assuming ε’s follows multivariate normal distribution f(ε) = MVN(µ,Σ) results in a

MVP model with the probability of observing a bundle yb = {y1b, · · · , yJb} as

Pr(yb) =

∫
s1

· · ·
∫
sJ

f(ε1, · · · , εJ)dε1 · · · dεJ (B.3)

where εj = uj − αj + βjPricej and

sj =


(−∞, 0), if yjb = 0,

(0,∞), if yjb = 1.

(B.4)
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The formulation above describes a decision process in which an individual makes simulta-

neous, interdependent choice of many products. To incorporate bundle level attributes into

the decision making process, one possible approach is to define the product level utility as

uj =αj − βjPricej + γjbBjb + εj (B.5)

where Bjb represents the bundle level attribute. We argue that this formulation, however,

is not consistent with the decision making process. The value for a bundle level attribute

can only be known after the bundle is formed. Thus conceptually this individual cannot

derive the utilities for products based on known value of the bundle level attribute.

One might argue that a researcher can create an as-if MVP model by replacing

variables, such as price, with the actual price levels found in the selected bundle. This ap-

proach is invalid for two reasons. First, the modeling approach is equivalent to making

price an endogenous variable. In effect, the model structure would assume that the con-

sumer first creates his or her own set of prices and then makes a decision. At a minimum,

the researcher would need to use some type of endogeneity correction while estimating the

MVP model. Second, it is not at all clear that such a model would have any managerial

relevance. It does not make sense to create an implausible consumer model and then at-

tempt to make optimal bundle strategy recommendations.

Finally, the bulk of the bundling literature assumes that consumer forms global at-

tributes from the characteristics of products in the bundle (Rao et al. 2017). These global

attributes play a major role in the choice process, particularly when the products in the

bundle are jointly used to serve some consumer goal. The MVP model implicitly makes

two key assumptions. First, global attributes are not important in the choice process. Sec-
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ond, the attributes of products not in the bundle alter the probability that a certain bun-

dle is selected. Although a researcher might argue that these assumptions are justified in

certain applications (such as market basket analysis), these assumptions are not reasonable

for the application in our research.

In summary, the MVL choice model and the MVP choice model are not interchange-

able. The MVL is not a restricted form of the MVP model. Each model has its particular

strengths and weaknesses. Researchers need to take care that choice model assumptions

match the intended application.
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APPENDIX C

INCORPORATING INDIVIDUAL COVARIATES

Following Allenby and Ginter (1995), we assume the preferences for tools are as

follows:

α = µ + γTx + η (C.1)

where

µ = the overall preference for tools that are constant across participants

x = vector of individual covariates that account for observed heterogeneity

γ = vector of coefficients for the observed heterogeneity

η = unobserved population preference heterogeneity and is assumed to be multivariate

normal, f(η) ∼ (0,Σ)

The marginal utility can be rewritten as

ψb = exp

{
αTzb +

1

2
zTb Ωzb

}
= exp

{
(µ + γTx)Tzb + ηTzb +

1

2
zTb Ωzb

}
and the choice probability for bundle b of participant i is

Pr(b | η) =
exp

{
1
δ
(µ + γTx)Tzb + 1

δ
ηTzb + 1

2δ
zTb Ωzb − 1

δ
lnBPb

}∑
b′ exp

{
1
δ
(µ + γTx)Tzb′ +

1
δ
ηTzb′ +

1
2δ

zTb′Ωzb′ − 1
δ

lnBPb′
}

Next, we consider the screening process implemented in the study. As in Chapter 2,

w(η) = k exp {IV (η)}

and

IV (η) = log
∑
b′

exp

{
1

δ
(µ + γTx)Tzb′ +

1

δ
ηTzb′ +

1

2δ
zTb′Ωzb′ −

1

δ
lnBPb′

}
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. The normalizing constant k can be derived as follows:

k−1 =

∫
exp {IV (η)} f(η)dη

=

∫ (∑
b′

exp

{
1

δ
(µ + γTx)Tzb′ +

1

δ
ηTzb′ +

1

2δ
zTb′Ωzb′ −

1

δ
lnBPb′

})
f(η)dη

=
∑
b′

∫
exp

{
1

δ
(µ + γTx)Tzb′ +

1

δ
ηTzb′ +

1

2δ
zTb′Ωzb′ −

1

δ
lnBPb′

}
f(η)dη

=
∑
b′

exp

{
1

δ
(µ + γTx)Tzb′ +

1

2δ
zTb′Ωzb′ −

1

δ
lnBPb′

}∫
exp

{
1

δ
ηTzb′

}
f(η)dη

=
∑
b′

exp

{
1

δ
(µ + γTx)Tzb′ +

1

2δ
zTb′Ωzb′ −

1

δ
lnBPb′

}
Mη

(
1

δ
zb′

)

Thus the screening process w(α) is:

w(η) = k exp {IV (η)}

=
exp {IV (η)}∑

b′ exp
{

1
δ
(µ + γTx)Tzb′ +

1
2δ

zTb′Ωzb′ − 1
δ

lnBPb′
}
Mη

(
1
δ
zb′
)

The sample preference distribution g(η) is

g(η) = w(η)f(η)

=
exp {IV (α)} f(η)∑

b′ exp
{

1
δ
(µ + γTx)Tzb′ +

1
2δ

zTb′Ωzb′ − 1
δ

lnBPb′
}
Mη

(
1
δ
zb′
)

The unconditional choice probability Pr(b) for participant i is

Pr(b) =

∫
Pr(b | η)g(η)dη

=

∫
exp

{
1
δ
(µ + γTx)Tzb + 1

δ
ηTzb + 1

2δ
zTb Ωzb − 1

δ
lnBPb

}
exp {IV (η)})

× exp {IV (α)} f(η)∑
b′ exp

{
1
δ
(µ + γTx)Tzb′ +

1
2δ

zTb′Ωzb′ − 1
δ

lnBPb′
}
Mη

(
1
δ
zb′
)dη

=

∫
exp

{
1
δ
(µ + γTx)Tzb + 1

δ
ηTzb + 1

2δ
zTb Ωzb − 1

δ
lnBPb

}∑
b′ exp

{
1
δ
(µ + γTx)Tzb′ +

1
2δ

zTb′Ωzb′ − 1
δ

lnBPb′
}
Mη

(
1
δ
zb′
)f(η)dη
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=
exp

{
1
δ
(µ + γTx)Tzb + 1

2δ
zTb Ωzb − 1

δ
lnBPb

}∑
b′ exp

{
1
δ
(µ + γTx)Tzb + 1

2δ
zTb′Ωzb′ − 1

δ
lnBPb′

}
Mη

(
1
δ
zb′
) ∫ exp

{
1

δ
ηTzb

}
f(η)dη

=
exp

{
1
δ
(µ + γTx)Tzb + 1

2δ
zTb Ωzb − 1

δ
lnBPb

}
Mη

(
1
δ
zb
)∑

b′ exp
{

1
δ
(µ + γTx)Tzb + 1

2δ
zTb′Ωzb′ − 1

δ
lnBPb′

}
Mη

(
1
δ
zb′
)

=
exp

{
1
δ
(µ + γTx)Tzb + 1

2δ
zTb Ωzb + 1

2δ2
zTb Σzb − 1

δ
lnBPb

}∑
b′ exp

{
1
δ
(µ + γTx)Tzb + 1

2δ
zTb′Ωzb′ +

1
2δ2

zTb′Σzb′ − 1
δ

lnBPb′
}

=
exp

{
1
δ
(µ + γTx)Tzb + 1

2δ2
zTb
(
δΩ + Σ

)
zb − 1

δ
lnBPb

}∑
b′ exp

{
1
δ
(µ + γTx)Tzb + 1

2δ2
zTb′
(
δΩ + Σ

)
zb′ − 1

δ
lnBPb′

}
Because of configuration data has only one observation per participant, we set Ω =

0. Following Chapter 2, we will have to calibrate the above model so that it is identifiable.

93



www.manaraa.com

APPENDIX D

TRACE PLOTS FOR HB MNL MODEL

Figure D.1: Trace Plots for µ – Professionals
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Figure D.2: Trace Plots for µ and β – Professionals
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Figure D.3: Trace Plots for µ – Hobbyists
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Figure D.4: Trace Plots for µ and β – Hobbyists
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APPENDIX E

DERIVATION OF BUNDLE PRICE ELASTICITY IN MNL MODEL

In the HB MNL model, the choice probability of bundle b for individual i at time t

is

Prit(b) =
exp

{
αT
i zb − βi logBPb

}∑
b′∈Cit exp {αT

i zb′ − βi logBPb′}
(E.1)

=
exp

{
αT
i zb − βi logBPb

}∑
b′∈C1it

exp {αT
i zb′ − βi logBPb′}+

∑
b′∈C0it

exp {αT
i zb′ − βi logBPb′}

=
exp

{
αT
i zb − βi logBPb

}∑
b′∈C1it

exp {αT
i zb′ − βi logBPb′}+ C

where αi is the preferences for products in the bundle, zb is a vector of binary variables

representing the bundle content, and logBPb is the log of bundle price for bundle b. Cit

is the choice set individual i faces at time t. Denote C1it as the set of bundles that contain

bundle b as as subset, and C0it as the set of bundles that do not include bundle b as a sub-

set. Because the utility for bundles in C0it is not affected by bundle b’s price change, it is

viewed as constant to logBPb and is denoted as C .

The own elasticity of bundle b is

eit(b) =
∂ logPrit(b)

∂ logBPb
(E.2)

=
∂

∂ logBPb

αT
i zb − βi logBPb − log

∑
b′∈C1it

exp
{
αT
i zb′ − βi logBPb′

}
+ C


= −βi + βi

∑
b′∈C1it

exp
{
αT
i zb′ − βi logBPb′

}∑
b′∈C1it

exp {αT
i zb′ − βi logBPb′}+ C

= −βi (1− Prit(b))
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Define the aggregate choice probability for bundle b as

Prt(b) =

∑
i Prit(b)

N
(E.3)

where N is the number of individuals. The elasticity with respect to the aggregate choice

share at time t is

et(b) =
∂ logPrt(b)

∂ logBPb
=

1

Prt(b)

∂Prt(b)

∂ logBPb
(E.4)

=
1

Prt(b)

∂ (
∑

i Prit(b))

N∂ logBPb

=
1∑

i Prit(b)

∑
i

∂Prit(b)

∂ logBPb

=
1∑

i Prit(b)

∑
i

Prit(b)eit(b)

= −
∑

i βiPrit(b) (1− Prit(b))∑
i Prit(b)
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APPENDIX F

MODEL FOR COMBINING CBC AND CONFIGURATION DATA

We consider a consumer’s decision marking process shown in Figure F.1. This pro-

cedure assumes that the bundle choices under both configuration and conjoint choice tasks

are influenced by the same factors - preferences for products, product interdependencies

and prices, as well as the bundle discount.

Figure F.1: Decision Making Process

This process assumes that consumers evaluate a bundle based on his preferences

for the products in the bundle, the interactions among those products, and the price. He

then chooses the bundle that gives him the maximized utility. The underlying mechanism

governing the decision process is the same across all choice tasks. The interactions among
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products are the same across consumers. That is, consumers share a consensus about how

the products interact with each other. The random errors for each decision context are

different and are independent to each other. We now first derive the model for the general

decision making process, then we calibrate the model under different choice tasks.

Suppose there are J products to choose from, resulting in a total of 2J bundles,

including the bundle consists of nothing. Let b = 1, . . . , B denote the bundle, where b = 1

represents the null bundle and B = 2J is the total number of bundles. For consumer i we

define the direct utility function for the bundle category at time t as follows:

u(x) =
∑
b

ψbtxb

where xb is the quantity for bundle b. Define Pj as the price for tool j and zjb = 1 if tool j

is in bundle b and 0 otherwise. The total price for bundle b, TPb, is TPb =
∑

j Pjzjb. Let

db be the quantity discount for bundle b. Denote BPb = TPb(1−db) = (
∑

j Pjzjb)(1−db) as

the bundle price for bundle b after quantity discount. If E is the total expenditure on the

bundles, the utility maximization decision is:

max u(x) subject to
∑
b

BPbxb ≤ E

Define the marginal utility for bundle b as ψbt = ψbe
εbt . ψb is the deterministic com-

ponent of the marginal utility, and εbt is a random element which represents factors that

influence the consumer’s choice but are unobserved to researchers. Applying the Kuhn-

Tucker first-order condition, the choice probability for bundle b is

Pr(b) = Pr

(
ψbt
BPb

>
ψb′t
BPb′

)
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= Pr (lnψb − lnBPb + εb > lnψb′ − lnBPb′ + εb′ for any b′ 6= b)

We assume that εbt follows a Gumbel (0, δ) distribution, and integrate over εbt, the choice

probability for bundle b thus is

Pr(b | ψ, δ) =
exp

{
lnψb−lnBPb

δ

)∑
b′ exp

{
lnψb′−lnBPb′

δ

} =
exp

{
1
δ

lnψb − 1
δ

lnBPb
}∑

b′ exp
{

1
δ

lnψb′ − 1
δ

lnBPb′
} (F.1)

Suppose consumers acknowledge the interactions among tools. Following Song and

Chintagunta (2006), the deterministic marginal utility for bundle b is defined as

ψb = exp

{∑
j

αjzjb +
∑∑
j′>j

θjj′zjbzj′b

}

where θjj′ is the interaction between tools j and j′ with the properties θjj = 0 and −∞ <

θjj′ = θj′j <∞. With the above expression we rewrite equation (F.1) as

Pr(b | α) =
exp

{
1
δ

lnψb − 1
δ

lnBPb
}∑

b′ exp
{

1
δ

lnψb′ − 1
δ

lnBPb′
}

=

exp

{
1
δ

∑
j αjzjb + 1

δ

∑∑
j′>j

θjj′zjbzj′b − 1
δ

lnBPb

}
∑

b′ exp

{
1
δ

∑
j αjzjb′ +

1
δ

∑∑
j′>j

Jθjj′zjb′zj′b′ − 1
δ

lnBPb′

}

=
exp

{
1
δ
αTzb + 1

2δ
zTb Θzb − 1

δ
lnBPb

}∑
b′ exp

{
1
δ
αTzb′ +

1
2δ

zTb′Θzb′ − 1
δ

lnBPb′
}

=
exp {Ab}∑
b′ exp {Ab′}

The above equation is the basic individual choice model for bundles. Because not all prod-

ucts are presented in both conjoint and configuration studies. Let τ represent the prefer-

ences for products that are common across studies. Also, let λ and η be the preferences

for products that are unique to configuration and conjoint studies, respectively. Thus α =
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[
τ T λT ηT

]T
. Consequently, the interaction matrix Θ can be decomposed as

Θ =

Θτ Θτλ Θτη

Θλ Θλη

Θη


Θτ , Θλ and Θη are limited to be symmetric with 0 as the diagonal elements. Θτλ, Θτη

and Θλη are matrices without any restrictions.

With the above setup, Ab can be expressed as

Ab

=
1

δ

[
τ T λT ηT

] zτb

zλb

zηb

+
1

2δ

[
zTτb zTλb zTηb

] Θτ Θτλ Θτη

Θλ Θλη

Θη

zτb

zλb

zηb

− 1

δ
lnBPb

In the configuration study, we can only observe τ , λ, Θτ and Θτλ, thus the individual

choice probability for the configuration study is

Pr(Y M
b = 1) =

exp
{
AMb
}∑

b′∈BM exp {AMb′ }
(F.2)

where

AMb =
1

δ

[
τ T λT

] [zτb

zλb

]
+

1

2δ

[
zTτb zTλb

] [Θτ Θτλ

Θλ

] [
zτb

zλb

]
− 1

δ
lnBPb (F.3)

=
1

δ

(
αM
)T

zMb +
1

2δ

(
zMb
)T

ΘMzMb −
1

δ
lnBPb

Similarly for the conjoint study,

Pr(Y C
b = 1) =

exp
{
ACb
}∑

b′∈BC exp {ACb′}
(F.4)

where

ACb =
1

δ̃

[
τ T ηT

] [zτb

zηb

]
+

1

2δ̃

[
zTτb zTηb

] [Θτ Θτη

Θη

] [
zτb

zηb

]
− 1

δ̃
lnBPb (F.5)
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=
1

δ̃

(
αC
)T

zCb +
1

2δ̃

(
zCb
)T

ΘCzCb −
1

δ̃
lnBPb

Consumers have different preferences for products. However, we assume that con-

sumers hold the same notion with respect to the product interdependencies. That is, the

view on what products work best together toward a specific goal is agreed by all consumers.

Therefore the heterogeneity is reflected on the preference parameters α. Following the pre-

vious definition of the preference distribution for the sample which includes only bundle

fans, we assume that the preference distribution of bundle fans g(α) is weighted by w(α),

which is proportional to consumers’ inclusive value.

One issue to consider here is that the weighting function w(α) depends on the in-

clusive value, which depends on the definition of the choice sets. Here the choice sets in

configuration and conjoint datasets are different, due to some products uniquely appear

in one of the dataset. This give rise to three different definitions of the inclusive value: 1).

The inclusive value defines in terms of all possible bundles in both configuration and con-

joint choice datasets IV (α); 2). The inclusive value defines in terms of the choice sets in

configuration study IV (αM); and 3). The inclusive value defines in terms of the choice

sets in conjoint study IV (αC). Previously in the configuration data analysis we define in-

clusive value using the second definition IV (αM). We will use the same definition here in

order to be consistent with previous analysis. We can conduct a sensitive analysis to see if

different definitions of inclusive values give rise to different estimation results.

Suppose the market preference distribution for products f(α) follows multivariate

normal distribution. The derivation of w(αM) is shown in Appendix A. We can obtain the
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bundle fan preference distribution as follows:

α ∼ g(α) = w(αM)f(α) (F.6)

f(α) = MVN

µ =

µτ

µλ

µη

 ,Σ =

Στ Στλ Στη

Σλ Σλη

Ση

 (F.7)

w(αM) =

∑
b′∈BM exp

{
1
δ

(
αM
)T

zMb′ + 1
2δ

(
zMb′
)T

ΘMzMb′ − 1
δ

lnBPb′
}

∑
b′∈BM exp

{
1
2δ

(zMb′ )
T

ΘMzMb′ − 1
δ

lnBPb′
}
MαM

(
1
δ
zMb′
) (F.8)

where BM represents the set the contains all possible bundles in a configuration study.

Because the decision making processes are assumed to be the same for configura-

tion and conjoint studies, parameters τ and Θ in equations (F.3) and (F.5) are also the

same. However, the estimation cannot tell apart those parameters with scaling parameters;

they are confounded with δ and δ̃. To impose the equality condition on those parameters

we need to control for the differences in the scaling parameters between data sources so

that the model is estimable. Without loss of generality, we normalize δ̃ to be 1.

We also need to calibrate the preference correlation matrix Σ and the product in-

terdependence matrix Θ. Because Σ can take on infinitely many values resulting the same

preference distribution, we normalized it to be a correlation matrix to make the model

identifiable. Thus the diagonal entries of Σ are set to 1 and the rest of the elements are

limited to between -1 and 1. We rewrite Θ = ρΘ∗ where ρ > 0 and Θ∗ is a symmetric

matrix with 0s on the diagonal and −1 ≤ θ∗jj′ = θ∗j′j ≤ 1.

At this point, the number of parameters for estimation is large. Let nτ , nλ and nη

represent the number of parameters that are common and unique to configuration and

conjoint datasets, respectively. There will be nτ + nλ + nη mean preference parameters,

(nτ+nλ+nη)(nτ+nλ+nη−1)
2

preference correlation parameters, (nτ+nλ+nη)(nτ+nλ+nη−1)
2

+ 1 prod-
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uct interdependence parameters, and one scaling parameters for estimation. If nτ = nλ =

nη = 1, this model will result in ten parameters for estimation. To further reduce the

number of parameters, we project the preference correlation matrix onto a two dimen-

sional map – the same approach used in configuration data analysis.

Let

V =


~v1
~v2
...
~vJ

 =


v11 v12
v21 v22
...

...
vJ1 vJ2


Define Σ = VVT , where ~vj~v

T
j = 1 and |~vj~vTk | ≤ 1 for j 6= k. We define vj1 = cos(φVj ),

vj2 = sin(φVj ) because trigonometric functions have properties that are consistent with

the restrictions on ~vj. However, there are infinitely many solutions for φVj that satisfy

the restrictions. To make sure that we have only one unique solution, we further define

φVj = 2π
exp(aVj )+1

, where aVj is the parameter to estimate on the real line. Thus φVj is always

between 0 and 2π. Next, to fix the scale and the direction of the map, we set v11 = 1 and

v12 = 0. Lastly, to prevent the axes to be flipped, we set φV2 = π
exp(aV2 )+1

. Replacing Σ with

VVT , we reduce the number of parameters from (nτ+nλ+nη)(nτ+nλ+nη−1)
2

to nτ +nλ+nη−1.

Similarly for Θ∗, we define Θ∗ = WWT , where

W =


~w1

~w2
...
~wJ

 =


w11 w12

w21 w22
...

...
wJ1 wJ2


We let w11 = 1, w12 = 0, wj1 = cos

(
φWj
)

and wj2 = sin(φWj ). φW2 = π
exp(aW2 )+1

and

φWj = 2π
exp(aWj )+1

for j > 2. Lastly, we force ~wj ~w
T
j = 0 for all j.

In the configuration task, the number of the possible bundles is 2J . That is, as the

size of the menu grows, the number of possible bundles grows geometrically. We adopt the
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sampling of alternatives approach proposed by McFadden (1978). Let B̃M be the subset

from the full choice set. Thus equation (F.2) becomes

Pr(Y M
b|B̃M = 1) =

exp
{
AMb − ln γb

}∑
b′∈B̃M exp {AMb′ − ln γb′}

(F.9)

The full model after model calibration is:

Pr(Y M
b|B̃M = 1) =

exp
{
AMb − ln γb

}∑
b′∈B̃M exp {AMb′ − ln γb′}

AMb =
1

δ

(
αM
)T

zMb +
ρ

2δ

(
zMb
)T

WM
(
WM

)T
zMb −

1

δ
lnBPb

Pr(Y C
b = 1) =

exp
{
ACb
}∑

b′∈BC exp {ACb′}

ACb =
(
αC
)T

zCb +
ρ

2

(
zCb
)T

WC
(
WC

)T
zCb − lnBPb

g(α) = w(αM)f(α)

w(αM) =

∑
b′∈BM exp

{
1
δ

(
αM
)T

zMb′ + ρ
2δ

(
zMb′
)T

WM
(
WM

)T
zMb′ − 1

δ
lnBPb′

}
∑

b′∈BM exp
{

ρ
2δ

(zMb′ )
T

WM (WM)T zMb′ − 1
δ

lnBPb′
}
MαM

(
1
δ
zMb′
)

f(α) = MVN
(
µ,VVT

)
MαM

(
1

δ
zMb′

)
= exp

{
1

δ
µTzb′ +

1

2δ2
zTVVTz

}
The likelihood for consumer i is given by

L(Y C , Y M
B̃M ) = Pr(Y M

b|B̃M = 1)

[∏
t

Prt(Y
C
b = 1)

]
(F.10)

We use a hierarchical Bayesian approach for model estimation

To estimate the model, we need to specify the prior distributions for µ, ~aV , ~aW , ρ

and δ. We assume those parameters are independent to each other and use diffuse priors.

We assume that µ ∼ f(µ) = MVN(0, 1000I), where I is an identity matrix with ap-

propriate dimension. aVj and aWj are also assumed to follow normal distribution, f(~aV ) =
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f(~aW ) = MVN(0, 1000I) Lastly, the scaling parameters ρ and δ have to be greater than 0,

and thus are assumed to follow Gamma distribution, h(ρ) = h(δ) = Gamma(1/1000, 1000).

The full posterior distribution is

π(α,µ,~aV ,~aW , ρ, δ | Y C , Y M
B̃M )

∝ L(Y C , Y M
B̃M | α,~a

W , ρ, δ)g(α | µ,~aV ,~aW , ρ, δ)f(µ)f(~aV )f(~aW )h(ρ)h(δ)

(F.11)

We use Metropolis-Hastings algorithm for parameter estimation because all the

posterior distributions are not standard distribution. Moreover, we use the normal random

walk proposal to generate draws.

Step 0. Initialize values for µ,~aV ,~aW , ρ and δ

We set the initial values µ0,~aV,0,~aW,0, ρ0 and δ0. Then we generate α0 for each indi-

vidual i according to the model f(µ0,Σ0).

For each iteration r = 1, . . . , R, we do the following:

Step 1. Draw αr

(a) For each individual i calculate α∗ = αr−1 + eα, where eα is the random dram

from MVN (0, σ2
αI)

(b) Calculate π
(
α∗, | Y C ,µr−1,~aV,r−1,~aW,r−1, ρr−1, δr−1

)
π
(
α∗ | Y C ,µr−1,~aV,r−1,~aW,r−1, ρr−1, δr−1

)
∝

L
(
Y C | α∗,~aW,r−1, ρr−1, δr−1

)
g
(
α∗ | µr−1,~aV,r−1,~aW,r−1, ρr−1, δr−1

)
(c) Calculate κα

κα = min

{
1,

π
(
α∗, | Y C ,µr−1,~aV,r−1,~aW,r−1, ρr−1, δr−1

)
π (αr−1, | Y C ,µr−1,~aV,r−1,~aW,r−1, ρr−1, δr−1)

}
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(d) Draw a random variable u from U(0, 1)

(e) Set αr = α∗ if κα ≥ u, otherwise αr = αr−1

Step 2. Draw µr

(a) Calculate µ∗ = µr−1 + eµ, where eµ is the random dram from MVN
(
0, σ2

µI
)

(b) Calculate π
(
µ∗ | Y C ,αr,~aV,r−1,~aW,r−1, ρr−1, δr−1

)
π
(
µ∗ | Y C ,αr,~aV,r−1,~aW,r−1, ρr−1, δr−1

)
∝

L
(
Y C | αr,~aW,r−1, ρr−1, δr−1

)
g
(
αr−1 | µ∗,~aV,r−1,~aW,r−1, ρr−1, δr−1

)
f (µ∗)

(c) Calculate κµ

κµ = min

1,
π
(
µ∗ | Y C ,αr,~aV,r−1,~aW,r−1, ρr−1, δr−1

)
π
(
µr−1 | Y C , Y M

B̃M ,α
r,~aV,r−1,~aW,r−1, ρr−1, δr−1

)


(d) Draw a random variable u from U(0, 1)

(e) Set µr = µ∗ if κµ ≥ u, otherwise µr = µr−1

Step 3. Draw ~aV,r

(a) Calculate ~aV,∗ = ~aV,r−1+e~aV , where e~aV is the random dram from MVN
(
0, σ2

~aV I
)

(b) Calculate π(~aV,∗ | Y C , Y M
B̃M ,α

r,µr,~aW,r−1, ρr−1, δr−1)

π(~aV,∗ | Y C , Y M
B̃M ,α

r,µr,~aW,r−1, ρr−1, δr−1) ∝ g
(
αr | µr,~aV,∗,~aW,r−1, ρr−1, δr−1

)
f
(
~aV,∗

)
(c) Calculate κ~aV

κ~aV = min

{
1,

π(~aV,∗ | Y C , Y M
B̃M ,α

r,µr,~aW,r−1, ρr−1, δr−1)

π(~aV,r−1 | Y C , Y M
B̃M ,α

r,µr,~aW,r−1, ρr−1, δr−1)

}

(d) Draw a random variable u from U(0, 1)
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(e) Set ~aV,r = ~aV,∗ if κ~aV ≥ u, otherwise ~aV,r = ~aV,r−1

Step 4. Draw ~aW,r

(a) Calculate ~aW,∗ = ~aW,r−1+e~aW , where e~aW is the random dram from MVN
(
0, σ2

~aW I
)

(b) Calculate π(~aW,∗ | Y C ,αr,µr,~aV,r, ρr−1, δr−1)

π(~aW,∗ | Y C , Y M
B̃M ,α

r,µr,~aV,r, ρr−1, δr−1) ∝

L
(
Y C , Y M

B̃M | α
r,~aW , ρr−1, δr−1

)
g
(
αr | µr,~aV,r,~aW , ρr−1, δr−1

)
f
(
~aW
)

(c) Calculate κ~aW

κ~aW = min

{
1,

π(~aW,∗ | Y C , Y M
B̃M ,α

r,µr,~aV,r, ρr−1, δr−1)

π(~aW,r−1 | Y C , Y M
B̃M ,α

r,µr,~aV,r, ρr−1, δr−1)

}

(d) Draw a random variable u from U(0, 1)

(e) Set ~aW,r = ~aW,∗ if κ~aW ≥ u, otherwise ~aW,r = ~aW,r−1

Step 5. Draw ρr

(a) Calculate ρ∗ = ρr−1 + eρ, where eρ is the random dram from MVN
(
0, σ2

ρI
)

(b) Calculate π(ρ∗ | Y C ,αr,µr,~aV,r,~aW,r, δr−1)

π(ρ∗ | Y C , Y M
B̃M ,α

r,µr,~aV,r,~aW,r, δr−1) ∝

L
(
Y C , Y M

B̃M | α
r,~aW,r, ρ∗, δr−1

)
g
(
αr | µr,~aV ,~aW , ρ∗, δr−1

)
h (ρ∗)

(c) Calculate κρ

κρ = min

{
1,

π(ρ∗ | Y C , Y M
B̃M ,α

r,µr,~aV,r,~aW,r, δr−1)

π(ρr−1 | Y C , Y M
B̃M ,α

r,µr,~aV,r,~aW,r, δr−1)

}

(d) Draw a random variable u from U(0, 1)
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(e) Set ρr = ρ∗ if κρ ≥ u, otherwise ρr = ρr−1

Step 6. Draw δr

(a) Calculate δ∗ = δr−1 + eδ, where eδ is the random dram from MVN (0, σ2
δI)

(b) Calculate π(δ∗ | Y C ,αr,µr,~aV,r,~aW,r, ρr)

π(δ∗ | Y C , Y M
B̃M ,α

r,µr,~aV,r,~aW,r, ρr) ∝

L
(
Y C , Y M

B̃M | α
r,~aW,r, ρr, δ∗

)
g
(
αr | µr,~aV ,~aW , ρr, δ∗

)
h (δ∗)

(c) Calculate κδ

κδ = min

{
1,

π(δ∗ | Y C , Y M
B̃M ,α

r,µr,~aV,r,~aW,r, ρr)

π(δr−1 | Y C , Y M
B̃M ,α

r,µr,~aV,r,~aW,r, ρr)

}

(d) Draw a random variable u from U(0, 1)

(e) Set δr = δ∗ if κδ ≥ u, otherwise δr = δr−1

We repeat steps 1 to 6 until the estimation converges. The choice of the spread, or

scale, of the candidate-generating density has implications for the efficiency of the algo-

rithm (Chib and Greenberg, 1995). Considering the dimensionality in our application, We

choose eα, eµ, e~aV , e~aW , eρ and eδ so that the acceptance rate is around .30.
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